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COMPUTER PROGR.AMMING TECHNIQUES

FOR INTELLIGENCE ANALYST APPLICATION

REPORT NO. 2

INTRODUCTION

During the period covered by this report extensive modifications

were made on the rnonitor and application programs of the ANiGYA

complex. The multi-processing monitor can handle dynamic tape

allocation, and it permits updating of the drum-disk library. There

is satisfactory work progress on the multi-processing link between

FMS and the AN/GYA monitor.

Additional distribution functions have been programmed for

inclusion in STORM and on the AN/GYA disk. Facilities have been

extended, and several integrated experiments were performed. A

list-processing language has been defined, and is being programzed,

which will facilitate inclusion of prototype studies in the lay user's

system. Description of such prototypes has been continued.

Programs have been developed to permit experimental runs for

the determination of statistical word association. The clear text system

has been augmented by novel encoding features which permit faster

search. Pre-processing of an extended data bas- is under way. A



study was prepared proposing the use of an adaptive thesaurus as an

experimental 4ool to quantify properties of indexing systems.

Bibliography on man-machine consoles and studies of systems

have been extended.

There has been progress oa the programming work connected

with the debugging system.

Many of the modifications and program extensions were tried

out extensively, uzn tL- * I/GYA complex. The most conspicuous new

feature was. during the period covered by this report, the on-lint

updating facility.
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TASK I: INVESTIGATION OF STATISTICAL PREDICTION,

DISCRIMINATION , AND CLASSIFICATION TECHNI4OU 46

I. Definition of List Processor Functions for ay User's Language_

A series of operations has been defined, tentatively, which will

facilitate adaptation of the lay use*rs language to the ANiCYA systemr.

These operation codes are to be regarded as macrostatements which

can be called and executed under EXST (executive routine for statistical

language on consoic). this approach will greatly fac•ltate pragrarmilng _.

and addition of operations. The macros Lre simply stored, similar

to large data matrices, on the standard BCD input tape (currently AS).

Since EXST operates under the multiprogrammring monitor. execution

of the lay user's language will, just as STORM, take place simultane-

ously with standard operations on the IBM 7094.

DF. A, DISPLAY DISPLAY DISPLAY $ DISPLAY etc.

A field (matrix) A contains a message ready for display on the
console. A $ -eign separates lines of display.

WC, A

Write contents of A into console buffer Ci. e., display if ready).

RC, B

Similar to DEFIN in EXST. Read the typed message and enter
into buffer B.

CI., B, N,

Similar to second phase of DEFIN, i. e.. the BCD message in
buffer B is translated into floating point numbers, stored in
list N.

CE, B,N,F

Similar to DISPL in EXST. Internal floating point list B is trans-
lated into BCD list N watch has CORTRAN F format.
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I M, Zd. (ab. c. d. e) = AB, C, D, E, F.

A statenment may be preceded by a statement label (A, B, etc,).
It the contents of word Z (a flD ,or,) is equal to a (!pelled out),
go to statement A. Similarly, if .6 z b, go to B, etc. II Z is
neither of the words in parentheses, go to F. (Restricted to
at most five words.)

BR, A

Unconditional branch to A.

LT, A, N

Loop transfer. Execute staterments up to A. N times.

RC. B
tQU, (K) = B
DF, A, NAME OTHER STOCKS RELATED TO (K)

The foregoing example illustrates a conditional DF. At execu-
tion timne, the symbol (K) is rep'aced by the contents of B (in

the example, a word which has been typed).

LIST, ((I)) = FIRST, SECOND, THIRD
LT, a, 3
DF, A, ENTER THE ((I)) ROW

This sequence iliustrates a loop executed three times, with
((I)) replaced by FIRST, SECOND, and THIRD consecutively.

RT, A, N

Read a file from tape unit A into field N.

WT, A, N

Write a file from field N onto tape unit A.

MV, A, B

Move contents of A to B.
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ET, NAME, R, C. A

Enter the matrix NAME with R rows and C columns into the
symbol table A (t.ere may be several , Lbles).

X T, A. F, K

Extract the information (location, equivalent, rows, columns)
of matrix named F In symbol table A and store result into K.

IN, A, N, N1, B, M4

From Ifild A, move characters N to N1 into field B, starting
with M.

SCS, A Set control source to A

SDS, A Set data source to A

These specify the unit (tape, console, card reader) in which
source statements and data can be found. The option is neces-
sary not only for dynamic tape allocation, but also to enable
medium-sized matrices to be entered frorn card reader.

The foregoing operation codes may undergo modification in

the course of programming and application.

2. Extension of Distribution Routines

Numnerical analysis and programs of non-central distributions

for the statistical language are presented in Appendix I.

3. Examples for Lay User's Language (continued from previous report)

Biological Assay

The typical experimental situation is as follows. Several (N)

groups of subjects (insects, people, etc. ) are available. The group

sizes are usually differehnt. Groups are subjected to increasing "doses"

of one or more treatments. A growth curve is to be fitted to the pro-

portions affected under each dose. Most frequent applications are

insecticide studies and learning experiments. The program performs

a logistic transforrmation and estimates the growth curve by maximurn

likelihood.
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Frame 1: NAME YOUR INDEPENDENT VARIABLES, SEPARATED
BY COMMAS IF MORZ THAN ONE9 HOW MANY ARE
THERE? HOW MANY GROUPS OF OBJECTS DO YOU
HAVE?

Action 1: If names are NAME 1, NAME Z, enter these into lists
(Li), (LZ), etc., to be inserted below. Enter number
of variables into (M); number of groups into (N).

Frame 2: NAME YOUR DEPENDENT VARIABLE.

Action Z: Entcr into list (LDI)

Repeat through Action 4 (M) times with (L) taking the value
(Li), (LZ), .o. (LM).

Frame 3: ENTER DATA FOR (L) IN THE FORM Al) AZ, A3,
ETC., WZIERE Al, AZ, A3 ARE ACTUAL NUIMBERS
WITH OR WITHOUT DECIMAL POINTS.

Action 3: 'Transfer to EXST-routine ZEFIN, set up the contents
of (Li), (LZ), etc. (i. e. the names) into dictionary
table. Compare each number of entries with (N). If
discrepancies occur, display:

ERROR IN ENTRY. REPEAT FROM THE FOLLOWING
POINT:

then go back to the end of Action 2, i. e., entry point
of the loop.

Frame 4: DO YOU WISH TO TRANSFORM DATA POINTS OF
(L) INTO LOGS, EXP, SQU, OR ROOT?

Action 4: If answer is no, proceeu to loop entry. If answer is
S.:y one of the four functions, go to corresponding
STORM function under EXST, using the same argument
for input and -utput, e.g., ROCT, NAME 1, NAME 1.
Store transformation names into (Ti), (TZ), etc. If
no transformation, store blank at that place.

Needed revision of EXST: Include LOG and EXP
routines on disk.

END CF LOOP
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Action 5: When loop is completed, execute HPAC, NAME 1.
NAM E NAM/EM = X.

Frame 6: ENTER T~t, TOTAL NUMBER OF OBJECTS (INSECTS,
EMPLOYEES, ETC.) LN EACH GROUP (UNDER EACH
DOSE OR TREATMENT).

Action 6: Check that number of entries is (N). If not, display
ERROR and re-display frame 6. Then enter via
DEFIN, *TOT*, N, 1.

Frame 7: ENTER THE NUMBER OF SUCCESSES (INSECTS
KILLED, EMPLOYEES CURED, ETC.) UNDER EACH
DOSE OR TREATMENT, IN THE SAME MANNER.

Action 7: Test N. If incorrect, display ERROR, REPEAT and
redisplay frame 7.

Execution:

ONEX, N, I = ON
DUP, PO, PE
DUP, *TOT*. W
SUB, ON, PE, QE
DIV, PE. 1E, R
LOG, R, LR
SCM, LR, 0.5, YPR
DUP, Y PR, Y

Then repeat, ten times, the following ten statements (or macros).

WREG, X, Y, N. W, B, YPR
LGIT, YPR, N, PE
SUB, PO, PE, DIFF
SUB, ON. PE. QE
MPY& PE, QE, PQ
SCM, PQ, Z, DEN
DIV. DIFF, DEN, COR
ADD, YPR, COR, Y
SCM, DEN. 2, PR
MULT, *TOT*, PR, W
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The wtacro-routines are as follows:

LGIT, A, N, B
SCM, A, Z, AZ
ONEX, N, 1, 0
EXP, AZ, NUM
ADD, 0, NUM, DEN
DIV, NUM, DEN, B
ENDMAC

and
WREG, X, Y, N, W, B, YPR
WROW. X, W, XW
WROW, Y, W, YW
ONEX, N, 1, ON
HPAC. W, XW, XX
HPAC, ON, X, XZ
MPYT, XZ, XX, S
IN V, S, SIN
MPYT, XZ, YW, RHS
MPY, SIN, RHS, B
MPY, XZ, B, YPR
ENDMbAC

Note: Include in EXST, the following routines:

DUP, A. B duplicats
WROW, A. B, C weigh rows
WCOL, A, B, C weigh columns

A is a. matrix. In WROW, B is a column vector whose first

element is multiplied into the first row of A, second into second row

of A, etc. Thus, if the elements of B were the diagonal elements

of a diagonal matrix D, C = DA. In WCOL, B is a row vector whose

first element is multiplied into the first column of A, second into

second column of A, etc. Thus, if the elements of B were the di-

agonal elements of a diagonal matrix D. C r. AD.

After execution, state:
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Frame 8: THE FOLLOWING DISPLAY IS THE REGRESSION
EQUATION. IT HAS ONE COLUMN. THE FIRST
ELEMENT IS THE CONSTANT TERM. THE OTHER
TERMS ARE THE COEFFICIENTS OF:

(TI) (L1)
fTZ) (LZ)
(T3) (L3)

(TM) (LM)

Comment*, The latter are inserts from Actions I
and 4.

Action 8: When user says GO, execute DISPL. B.

Frame 9: THE FOLLOWING DISPLAY SHOWS THE OBSERVED
PROPORTIONS OF SUCCESS IN THE FIRST COLUMN,
AND THE EXPECTED PROPORTIONS IN THE SECOND
COLUMN.

Action 9: When user says GO, execute DISPL, P0, PE, RESULT.

Frame 10: THIS IS THE EM4D. IF YOU WISH TO START A NEW
JOB, TYPE CANCEL. IF YOU WISH TO SIGN OFF,
TYPE KAPUT. THANK YOU.
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Ouality Control Samplin& Insiection Plan

Frame 1: THIS PROGRAM WILL SET UP A SAMPLING INSPEC-
TION PLAN FOR ACCEPTING OR REJECTING A LOT
OF ARTICLES SUBMITTED FOR INSPECTION.

ON EXAMINLNG AN ARITICLE OF THE; LOT SUB-
MITTED FOR INSPECTION, CAN YOU IDENTIFY
IT AS DEFECTIVE OR NON-DEFECTIVE?

Action 1: The answer can be yes or no. If the answer is no. then
display THIS PROGRAM CAN BE USED ONLY WHEN
AN ARTICLE CAN BE IDENTIFIED AS DEFECTIVE
OR NON-DEFECTIVE. Then skip to EXIT. If the
answer is yes, go to Frame 2.

Frame 2: WHICH SAMPLING PROCEDURE DO YOU WISH TO
ADOPT?

I ONE SAMPLE
2 TWO SAMPLES
3 A SEQUENCE OF SAMPLES ON ONE ARTICLE

DRAWN ONE AT A TIME

TYPE THE NUMBER PRECEDING THE DESIRED
METHOD.

Action 2: The answer can be 1. 2, or 3. If the answer is 1, go
to Frame 3. 11 the answer is 2, go to Frame 11. If
the answer is 3. go to Frame 23.

Frame 3: DO YOU WANT TO STATE THE SIZE OF THE SAMPLE?

Action 3: The answer can be yes or no. If the answer is yes, go
to Frame 4. If the answer is no. go to Frame 10.

Frame 4: STATE YOUR SAMPLE SIZE.

Action 4: The answer will be a number. Equate if to N internally.

Frame 5: IF YOU CONSIDER CONSUMERS RISK THE IMPORTANT
ONE. TYPE LETTER A. IF YOU CONSIDER PRO-
DUCERS RISK IMPORTANT. TYPE LETTZR B.
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Action 5: The answer can be A or B. If the answer is A. go
to Frame 6. If the answer is B, go to Frame 8.

Frame 6: STATE CONSUMERS RISK AS A PROPORTION. IF

YOU DO NOT KNOW, WE RECOMMEFND YOU STATE

0.05.

Action 6: The answer will be a number. This number will In-

ternally be callad CR. Go to Frame 7.

Frame 7: STATE THE PROPORTION OF DEFECTIVES, WHICH
THE CONSUMER WILL TOLERATE.

Action 7: The answer will be a n~unber. Call this number PT.

Execution:
BINOP, CR, N, PT = CC

Then display:
Display I: THE SAMPLING SCHEME IS AS FOLLOWS:

DRAW A RANDOM SAMPLE OF SIZE (N) AND
)ETERMINE THE NUMBER OF DEFECTIVES.
F THE NUMBER OF DEFECTIVES IS GREATER

THAN (CC), REJECT, OTHERWISE ACCEPT,
THE WHOLE LOT.

Comment: (N) and (CC) will be the numbers obtained in queries

and execvtion.

END OF JOB

Frame 8: STATE PRODUCERS RISK AS A PROPORTION. IF
YOU DO NOT KNOW, WE RECOMMEND YOU STATE
0.10.

Action 8: The answer will be a number. Call this number PR.

Then go to Frame 9.

Frame 9: STATE THE PROPORTION OF DEFECTIVES CLAIMED
BY THE PRODUCER.

Action 9: The answer will be a number. Call it PP.
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Programing Istruct!~ona: The program will then call:

BINOP. PiP, N, PP r. CC

then go to Display 1.

Frame 10: SUPPLY THE FOLLOWING INFORMATION, NUMBERS
SEPARATED BY COMMAS:

CONSUMERS RISK,
(IF UNKNOWN. WE RECOMMEND 0.05)

PRODUCERS RISK,
4JF UNKNOWN. WE RECOMMEND 0.10)
PROPORTION DEFECTIVE WHICH CONSUMER WILL
TOLEPRATE,
PROPORTION DEFECTIVE CLAIMED BY PRODUCER

Action 10: The answer will be four numbers. These numbers
will be stored as follows: CR. PR will be a Zxl matrix
called R. FT and PP will be a 2xl matrix called P.
A subroutine will be prepared:

SISIP, R, P = C
This program will cornpute the required sample size
(N) which is the first element of C, and the action
point (CC) which is the second element of C. These
will be included in Display 1.

GO TO DISPLAY 1

Frame 11: DO YOU WANT TO SPECIFY THE SAMPLE SIZES?

Action 11: The answer can be yes or no. If the answer is y ts.
go to Frame 1 Z. If the answer is no. go to Frame 14.

Frame 12: SPECIFY THE SIZE OF THE FIRST SAMPLE.

Action 12: The answer will be a number. Call it Ni. Then go
to Frame 13.

Frame 13: SPECIFY THE SIZE OF THE SECOND SAMPLE.

Action 13: The answer will be a number. Call it NZ. Then go
to Frame 19.
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Frame 14: DO YOU WANT TO PUT A LIMIT ON THE MAXIMUM
OR MINIMUM OF THE TOTAL SAMPLE SIZE?

Action 14: The answer can be yes or no. if the answer is yes go to
Frame 15. I the answer is no go to Frame 19.

Frame I5: DO YOU WANT TO SPECIFY THE MAXIMUM TOTAL
SAMPLE SIZE?

Action 15: Set a word named INDEX = 0. The answe! can be yes
or no. If the answer is no go to Frame 17 otherwise
go to Frame 16.

Frame 16: SPECIFY THE MAXIMUM TOTAL SAMPLE SIZE.

Action 16: The answer will be a number. Gall the number N. Put
INDEX = 1, and go to Frame 17.

Frame 17: DO YOU WANT TO SPECIFY THE MNIMUM TOTAL
SAMPLE SIZE?

Action 17: The answer can be yes or no. If the answer is no then
go to Execution Ii. Otherwise, go to Frame 18.

Frame 18: SPECIFY THE .MNIMUM TOTAL SAMPLE SIZE.

Action 18: The answer will be a number. Call the number N i.
Put INDEX = INDEX + 1. Go to Execution 11.

Execution I1:
If INDEX 1, put N1 N2 = N/2.
If INDEX 2, put NZ= N -. N1.

Go to Frame 22.

Frame 19: CAN YOU'SPECIFY THE SIZE OF THE LOT?

Action 19: The answer can be yes or no. If the answer is no go
to Frame 21, otherwise go to Frame 20.

Frame 20: SPECIFY THE SIZE OF THE LOT.

Action 20: The answer will be a number. Call it NN. Then calcu.late
N a NNIZ0. and NI a NZ = N/Z. Then go to Frame 22.
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Frame 21: IS IT ALL. RIGHT IF BOTH THE SA•MPLES ARE OF
SIZE SO?

Action 21: The aaswer can be yes or no. If the answer is yes.
take NI a NZ = 50. and go to Frame ZZ. If the answer
Is no then display

THE PROGRAM CANNOT BE USED, and go to EX=T.

Execution IZ
A double sampling inspection routine will be executed
(program uot yet available) which has output Cl and CZ.
to appear in the following display.

Go to DZ
Display DZ:

THE DOUBLE SAMPLING INSPECTION PLAN IS AS
FOLLOWS.

DRAW A RANDOM SAMPLE OF SIZE NI AND COUNT
THE NUMBER OF DEFECTIVES.

IF THE NUMBER OF DEFECTIVES IS LESS THAN Cl,
ACCEPT THE WHOLE LOT.

IF THE NUMBER OF DEFECTIVES IS GREATER THAN
C2, REJECT THE WHOLE LOT.

OTHERWISE DRAW ANOTHER SAMPLE OF SIZE NZ
AND COUNT THE NUMBER OF DEFECTIVES.

IF THE COMBINED NUMBER OF DEFECTIVES IS LESS
THAN C2, ACCEPT; OTHERWISE REJECT THE WHOLE
LOT.

END OF JOB.

Frame 22: Same as Frame 10.

Action ZZ: The answer will be four numbers. These numbers will
be called CR, PR, PT, PP respectively. Proceed to
Execution 12.

Frame 23: Same as Frame 10.

Action 23: The answer will be four numbers. These numbers will
be denoted internally as CR, PR. PT, PP. Then proceed
to Execution 13.

14



Execution I 3.
AL = 1. -CR
BE = 1.-PR
PPC = 1. -PP

AA LOGF (BE/CR) / (LOGF(PPiPT)
- LOGF (PPC/PTC))

BB LOGF (PTC/PPC) / (LOGF(PP/PT)
LOGE (PPC/PWC))

CC a LOGF (PR/AL) / (LOGF(PP/PT)
- LOGF (PPC/PTC))

Go to Display D3

Display D3: FOR YOUR INSPECTION PLAN. YOU WILL NEED
TWO NUMBERS AS YOU DRAW EACH SAMPLE:

AN = (AA) + (BB) TIMES (NUMBER OF SAMPLES)
BN = (CC) + (BB) TIMES (NUMBER OF SAMPLES)

IF YOU WISH TO SEE THE NUMERICAL VALUES
OF AN AND BN FOR NAI, 50, TYPE YES, OTHER-
WISE TYPE NO.

Action: If YES is typed, then display D4. If the answer is
NO, then display D5.

Display D4: THE DISPLAY WHICH FOLLOWS HAS THREE COL-
UMNS. THE FIRST COLUMN INDICATES THE NUM-
BER OF SAMPLES DRAWN. THE SECOND COLUMN
IS A NUMBER BN, THE THIRD COLUMN IS A NUM-
BER AN.

Action: Display a matrix:
Column 1: N (vaiuxz 1 to 50)
Column Z: BN = AA + BB*N
Column 3: AN = CC + BB*N

Display D5: THE SEQUENTIAL SAMPLING INSPECTION PLAN
WILL BE AS FOLLOWS:

SAMPLES WILL BE DRAWN SEQUENTIALLY ONE
AT A TIME AND EACH TIME THE TOTAL NUMBER
OF DEFECTIVES WILL BE COMPARED WITH AN
AND BN.

15



IF THE NUMBER OF DEFECTIVES AM4OUNG N SAM-
PLES; DN, IS LESS THAN OR EQUAL TO BN, THEN
ACCEPT THE LOT.

IF DN IS GREATER THAN OR EQUAL TO AN, THEN
REJECT THE LOT.

IF DN IS BETWEEN BN AND AN, THE.N DRAW AN-
OTHER SAMPLE AND REPEAT THE PROCESS.

Action: Then call EXiT.



System Reliabilit! Analysis

The following is a description of a procedure for evaluating

the reliability of a system consisting os a set of subsystems fin *tries

with each subsystem a set of components in parallel. The user need

only specify the number of subsystems, the number of components

in each subsystem, and the mean time to fallure for each compo-

nent. He may then obtain the probability that the system survives

to any specified time.

Display: THIS PROGRAM PEA..1ITS AN ANALYST TO OBTAIN
THE PROBABILITY OF SYSTEM SURVIVAL TO ANY
ARBITRARY TIME FROM KNOWLEDGE OF THE
MEAN TIME TO FAILURE FOR EACH COMPONENT.

THE SYSTEM IS A SET OF SUBSYSTEMS IN SERIES
FOR WHICH EACH SUBSYSTEM IS A SET OF COM-
PONENTS IN PARALLEL. THAT IS, THE SYSTE/M
FAILS WHEN ANY SUBSYSTEM FAILS AND A SUBSYS-
TEM FAILS ONLY WHEN ALL ITS COMPONENTS
FAIL.

Frame 1: ARE YOU WILLING TO ASSUME AN EXPONENTIAL
RELIABILITY FUNCTION FOR EACH COMPONENT?

NOTE: THE EXPONENTIAL RELIABILITY FUNCTION
IS OFTEN AT LEAST A GOOD APPROXIMATION TO
THE TRUE RELIABILITY FUNCTION. IT IS THE
APPROPRIATE RELIABILITY FUNCTION FOR ANY
COMPONENT FOR WHICH FAILURE IS PRIMARILY
DUE TO CHANGE RATHER THAN WEAR.

Action 1: The answer can be yes cr no. If the answer is yes.
to to Frame 3. If the answer is no, go to Frame Z.

Frame 2: AT THIS STAGE. THE PRESENT PROGRAM HAS
NOT INCORPORATED THE OPTION OF RELIABILITY
FUNCTIONS OTHER THAN THE EXPONENTIAL.

17



IF YOU REQUIR,• THE USE OF A DIFFERENT RE-
LIABILITY FUNCTION, YOU SHOULD PERFORM
ThE ANALYSIS BY ANOTHER METHOD.

WOULD YOU LIKE TO ASSUME AN EXPONENTIAL
RELIABILITY FUNCnTION FOR EACH COMPONENT
AND USE THE RESULT AS A FIRST APPROXMAT7' N?

Action 2: If thle answer is yes, go to Frame 3. If no, go to
PR•OGRA, TERMINATED.

Frame 3: DOES THr. SYSTEM CONSIST OF SUBSYSTEMS WHERE
THE SUBSYSTEMS ARE IN SERIES AND THE COM-
PONENTS OF EACH SUBSYSTEM ARE IN PARALLEL?
(NOTE: IT If NOT NECESSARY THAT COMPONENTS
IN A GIVZ:N SUBSYSTEM BE IDENTICAL).

NOTE: THE SUBSYSTEMS ARE IN SERIES IF THE
SYSTEM FAILS WHEN ANY ONE SUBSYSTEM FAILS.
A SUBSYSTEM HAS ITS COMPONENTS IN PARALLEL
IF THE SUBSYSTEM FAILS ONLY WHEN ALL ITS
COMPONENTS HAVE FAILED.

Actio!i 3: If the anawer is yes, go to Frame 5; if no, go to
Frame 4.

Frame 4: THE iPRESENT PROGRAM IS NOT DESIGNED TO
HANDLE YOUR SYSTEM. IT MAY BE POSSIBLE TO
BREAK lOUR SYSTEM DOWN INTO SUBSYSTEMS.
EACH OF WHICH IS OF A FORM REQUIRED FOR
TIUS PROGAkM.

DO YOU WISH TO START iVER?

Action 4: If the answer is yer., go back to Frame 1. If no,
display: SORRY, AT THIS STAGE, THE PRESENT
PROGRAM iS NOT DESIGNED TO HANDLE YOUR
SYSTEM. PROGRAM TERMINATED. GO TO PRO-
GRAM TERMINATED.

Frame 5: SPECIFY THE NUMBER OF COMPONENTS IN EACH
SUBSYSTE-M IN ORDER. FOR EXAMPLE, 3, 4, 7o2, Z,
INDICATES A SYSTEM OF FIVE SUBSYSTEM3. THE

18



FIRST OF WHICH CONTAINS 3 COMPONENTS, THE
SECOND 4 COMPONENTS, THE THIRD 7 COMPO-
NENTS, ETC.

NOTE: YOU ARE LIMITED TO A MAXIMUM OF 20
SUBSYSTEMS AND EACH SUBSYSTEM IS LIMITED
TO 30 COI1PONENTS.

Action 5: The answer will be a vector of positive elements
(with no more than 20 elements each of which is a
positive integer less than 31). Call thin vector P.

Frame 6: ENTER DATA FOR FIRST SUBSYSTEM. YOU SHOULD
ENTER THE MEAN TIME TO FAILURE FOR EACH
COMPONENT IN THIS SUBSYSTEM. THEY MAY BE
IN ANY ORDER.

Action 6: The answer will be a vector of nonnegative numbers,
the total number of which is identical with the first
element of the vector P.

Frame 7: ENTER DATA FOR NEXT SUBSYSTEM. YOU SHOULD
ENTER THE MFEAN TIME TO FAILURE FOR EACH
COMPONENT IN THIS SUBSYSTEM. THEY MAY BE
IN ANY ORDER.

Action 7: A vector of nonnegative numbers should be entered.
The size of this vector should be equal to the element
in the vector P corresponding to this subsystem.

After the data Is entered, if there are more subsystems,
data to be entered (as indicated by the number of ele-
ments in P) repeat frame 7 (this is a loop). I data
is sufficient, as indicated by the vector P, display
DATA COMPLETE and go to Frame 8.

Frame 8: YOU MAY NOW EVALUATE THE PROBABILITY OF
SYSTEM SURVIVAL TO ANY SPECIFIED TIME. EN-
TER THE TIME POINTS FOR WHICH YOU REQUIRE
THIS PROBABILITY. YOU ARE LIMITED TO 50 TIME
POINTS AND THEY MAY BE IN ANY ORDER. THE
OUTPUT WILL INCLUDE YOUR TIME POINTS. TYPE
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"EVAL" WHEN YOU ARE FINISHED WITH YOUR
DATA iNPUT.

Action 8: The answer will be a vector of positive values with
a maximum of 50 elements. Call this vector T. When
EVAL is typed, perform the operation REVAL P, T. M=R
(defined at the end of this write-up) where this opera-
tion evaluates the system reliability function for each
value in the vector T. The output vector R is the re-
quired set of reliabilities. P has been previously de-
fined. The vectors T and R are displayed side by side.
Go to Frame 9.

Frame 9: DO YOU WISH TO EVALUATE THE PROBABILITY
OF SYSTEM SURVIVAL FOR ADDITIONAL TIME
POINTS?

Action 9: If the answer is yes, go to Frame 8; if no, go to
Frame 10.

Frame 10: WOULD YOU LIKE TO CONSIDER CHANGING YOUR
SYSTEM FOR PURPOSES OF COMPARISON? FOR
EXAMPLE, YOU MAY WISH TO CONSIDER THE EF-
FECTS OF INCREASING THE NUMBBER OF COMPO-
NENTS IN ONE OR MORE SUBSYSTEMS TO INVESTI-
GATE THE IMPROVEMENT IN SYSTEM RELIABILITY.

Action 10: If the answer is yes, go to Frame 11; if no, go to
PROG5RAM TERMINATED.

Frame 11: DO YOU WISH TO CHANGE OR DELETE ANY OF THE
PREVIOUSLY SPECIFIED SUBSYSTEMS?

Action 11: li the answer is yes, go to Frame 12; if no, go to
Frame 1 5.

Frame 12: ENTER A I FOR EACH SUBSYSTEM YOU WISH TO
CHANGE, A 0 FOR EACH SUBSYSTEM TO BE LEFT
UNCHiANGED, AND A 2 FOR EACH SUBSYSTEM TO
BE DELETED. (YOU SHOULD MAINTAIN THE SAME
ORDER AS USED PREVIOUSLY FOR THE SUBSYSTEMS).
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Action 12: The data for subsystems correcponding to each Z should
be deleted. The data for each subsystem corresponding
to a 0 should be retained. The data for each subsystem
corresponding to a 1 should be displayed for change,
one subsystem at a time. Upon display, any part of
the subsystem data may be "erased" and replaced by
new data i. e.. if there are any changes in a subsystem
(if at least one I is entered for Frame 12) then display
the original data for the first subsystem to be changed.
head it with the statement of Frame 13 and go to Frame
13. If these are only deletions and no changes, go to
Frame 15.

Frame 13: DO YOU WISH TO ERASE ANY DATA IN THE FOL-
LOWING SUBSYSTEM? YOU SHOULD ERASE ANY
DATA YOU WISH TO ELIMINATE OR CHANGE.

Action 13: If yes, retain data display but replace heading with
statement of Frame 14 and go to Frame 14. If no,
retain data display under the heading of Frame 15.
and go to Frame 15.

Frame 14: ENTER THE DATA TO BE ERASED. THE ENTRIES
MAY BE IN ANY ORDER BUT IF THE SAME NUMBER
IS TO BE ERASED MORE THAN ONCE, YOU MUST
ENTER IT AS MANY TIMES AS IT IS REQUIRED TO
BE ERASED.

Action 14! Positive numbers identical to some of the subsystem
data are entered. All corresponding elements of the
subsystem data are deleted, one for eacad erasure
entry. The corrected data is displayed under the
heading CORRECTED DATA. When GO is typed, the
corrected data is retained in display with the state-
ment of Frame 15 in the heading. Go to Frame 15.

Frame 15: DO YOU WISH TO ADD COMPONENTS TO THIS SUB-
SYSTEM?

Action 15: If yes, go to Frame 16. If no and there are no additional
subsystems to be changed, go to Frame 17, otherwise
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insert data for next subsystetm to be changed into
Frame 13 and go to Frame 13. This is a loop.

Frame 16: ENTER THE MEAN TIME TO FAILURE FOR EACH
NEW COMPONENT AND TYPE ADD WHEN YOU ARE
FJ.NISHED ENTFRJING NEW DATA. NOTE: THE TOTAL
NUMBER OF COMPONENTS IN A SUBSYSTEM MAY
NOT EXCEED 30.

Action 16: A vector of positive numbers is entered, The total
number of these elements plus the total number of
subsystem data left after erasure should not exceed
30. When ADD is typed, the entered data should be
included with the corrected subsystem data and dis-
played under the heading COMPONENT MEAN TIMES
TO FAILURE FOR NEW SUBSYSTEM. When GO is
typed, if no more ,,bsystems are to be changed, go
to Frame 17. otherwise insert data for next subsystem
to be changed under the statement of Frame 13 and go
to Frame 13.

Frame 17: DO YOU WISH TO ADD MORE SUBSYSTEMS TO THE
SYSTEM?

Action 17: If yes, go to Frame 18; if no, go to Frame 21.

Frame 18: SPECIFY IN ANY ORDER THE NUMBER OF COM-
PONENTS IN EACH SUBSTEM TO BE ADDED TO
THE SYSTEM. FOR EXAMPLE, 2, 5 INDICATES
THAT YOU REQUIRE TWO ADDITIONAL SUBSYSTEMS
WITH TWO COMPONENTS IN THE FIRST SUBSYSTEM
AND FIVE IN THE SECOND.

NOTE: THE TOTAL NUMBER OF SUBSYSTEMS MAY
NOT EXCEED 20.

Action 1S: The answer will be a vector of positive integers,

Frame 19: ENTER DATA FOR FIRST SUBSTEM TO BE ADDZD.
YOU SHOULD ENTER THE MEAN TIME TO FAbLURE
FOR EACH COMPONENT IN THIS SUBS "STEM. THEY
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MAY BE IN ANY ORDER.

NOTE: THE TOTAL NUMBER OF COMPONENTS IN
A 6UBSYSTEM MAY I4OT EXCEED 30.

Action 19: The answer will be a vector of nonnegative numbers,,
the total number of which is identical with the corres-
ponding element of PP. If there are more subsystems
to be added, go to Frame 20, otherwise go to Frame 21.

Frame 20: ENTER DATA FOR NEXT SUBSYSTEM TO BE ADDED.
YOU SHOULD ENTER THE MEAN TIME TO FAILURE
FOR EACH COMPONENT IN THIS SUBSYSTEM. THEY
MAY BE IN ANY ORDER.

Action 20: The answer should be a vector of nonnegative numbers
the total number of which must be equal to the corres-
ponding element of PP. If there are more subsystems
to be added, go to Frame 20 (this is a loop), otherwise
go to Frame 21.

Frame 21: DO YOU WISH TO SEE THE COMPONENT DATA FOR
THE ENTIRE NEW SYSTEM?

Action 21: All changed, unchanged, and now subsystem data are
organized into the proper form for a new system. A
new vector PPP is defined for which the ith element
indicates the number of components in the new ith sub-
system. The vector PPP defines the form of the new
system.

If no, go to Frame 22. If yes, display data for entire
system with each subsystem numbered. Go to Frame
22.

Frame 22: YOU MAY NOW EVALUATE THE PROBABILITY THAT
THE NEW SYSTEM WILL SURVIVE TO ANY SPECIFIED
TIME. ENTER THE TIME POINTS FOR WHICH YOU
REQUIRE THIS PROBAB.LITY. YOU ARE LIMITED
TO 50 TIME POINTS AND THEY MAY BE IN ANY
ORDER. THE OUTPUT WILL INCLUDE YOUR TIME
POINTS. TYPE EVAL WHEN YOU ARE FINISHED
WITH YOUR DATA INPUT.
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Action Z2: The answer will be a vector of positive values with
a -naximum of 50 elements. Call this vector TT.
When EVAL is typed, perform the operation REVAL

PPP. TT = RR, where this operation evaluates the sys-

tem reliability function for each value in the vector

TT. The output vector R.R is the required set of re-
liabilities. PP has been previously defined. Display
TT and RR side by side. Go to Frame 23.

Frame 23: DO YOU WISH TO EVALUATE THE PROBABILITY

OF SYSTEM SURVIVAL FOR ADDITIONAL TIME
POINTS?

Action 23: V1 yes, go to Frame 22; if no, go to Frame Z4.

Frame 24: DO YOU WISH TO CONSIDER ANOTHER CHANGE IN

YOUR SYSTEM FOR PURPOSES OF COMPARISON?

Action 24: If yes, go to Frame 11 and use new system data. If

no, go to PROGRAM TERMINATED.

24



The following it the FORTRAN program for evaluating the

system reliability program. The subroutine is identified by:

REVAL P, T, M = R

Where P is the vector which defines the form of the system., T is

the vector oi ti-ne points, M is the vector of mean times to failure

for every component in the system (arranged so that the components

for the first subsystem are first, for the second subsystem are

second, etc). and R is the output vector of reliabilities. The

FORTRAN program is :

SUBROUTINE REVAL (SP, T, M, K, N, R)
DIMENSION JP(l). T(1), M(1), R(1)
DO 20 1=1, N
RI=1.
U-

DO 21 J=1' K
RIJ = 1.0
U1 U + JP() - 1
DO Z2 L=U, U1

ZZ RJ = RIJ* (. 0-EXPF(-T(I)/M(L)))
U = UI + I
RU = 1. 0-RU,

21 RI = RI*RIJ
20 R(I) = RI

RETURN
END (1. 1, 0, 0, 0, 0, 1, 1, 0, 1, 0. 0, 0. 0, 0)
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TASK II INVESTIGATION OF INTEGRATED COMPUTER

ORIENTED INFORMATION RETRIEVAL TECHNIQUES

This task is concerned with a study of information retrieval

techniques, and the development and expansion of cormputer pro-

grams to aid in applications.

Z. I Statistical Word Association

The edited input text, i.e.. with common words removed

and the remaining words normalized to canonical form, was run

against the completed word pair generator program. This 7040

program produces, for each sentence in the text, a list of all the

word pairs in that sentence. Word pairs are not generated by order

but simply by occurrence. That is, if words A and B occur in the

sentence, only one of the pairs AB and BA is produced. Since each

word is replaced by its dictionary number, and since the number

of dictionary entries for the text is approximately 15,000, one ma-

chine word is sufficient for each word pair. The sentence wird

pairs are serially added to the list of word pairs for the text. There

were approximately Z. 8 million word pairs in the sample. These

pairs were sorted by a standard sort program. After sorting, an-

other 7040 program combined equal word pairs and produced, for

each non-unique pair, an entry containing the pair, the frequency

of each word of the pair, the pair frequency, and the expected pair
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frequency under the assumption that their co-occurrence in sen-

tences was independent. A 7090 program has been completed which

will eliminate those pairs for which the observed frequency has a

probability greater than .01 of occurring, under the assumption

that the data follow& a Poisson law. The calculation of probabilities

is done with a routine taken from the STORM package. It is es-

timated that the run will take approximately four hours.

We now propose the development of a look-up program for

the word pairs which remain after the 7090 elimination run. Present

plans are to use the 7040-1301 system in order to reduce look-up

time.

Z. Z Adaptive Thesaurus

The first part of Appendix Ui contains a detailed description of

properties and functions of indexing systems. This leads to a statement

of motivation for an adaptive thesaurus. To fit this approach into a gen-

eral framework, various kinds of indexing languages are described.

A thesaurus is then considered as an explicit semantic dictionary in

such a language. The paper is tutorial and contains

a) a definition of indexing;

b) the labeling process;

c) the dependence of content on the intent of the user;

d) the problems of keywords which have to reflect potential

future requests; 27



e) the two types of translation required (document content

Into indexing lAnguage and query into indexing language);

O) the types of grammars (association with direction, prox-

imity, etc);

g) question of semantics (canonical formn of index terms,

the saur i ;

h) differences between machkt e translation and information

retrieval.

The second part of Appendix II contains a discussion of sorme

quantitative parameters for the evaluation of the efficiency and cost

of indexing. On the basis of such parameters, some of the problems

of designing an indexing system are discussed in qualitative terms.

Quantification of such qualitative properties is suggested utilizing

experimental results to be obtained with the aid of an adaptive thesaurus.

2. 3 EnglishText Query System

2.3.1 Modification of Encoding

One modification has been made to the system to alter the

method of stQring data. This results in a large reduction in storage

requirements and a substantial increase in operating speed.

A second modification to the query processor is being made

to permit more general and versatile queries.
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The new data storage method is a second data corrpression

scheme to be incorporated in the system. To review very quickl}

the first scheme consisted of developing a word list of all distinct

words in the data file, together with their frequency of occurrence,

and assigning a code number to each word in the list, using short

code numbers for the most frequently occurring words. The code

number was then substituted for each English word in the text. re-

sulting in a large reduction in tie Amount of storage required for

the encoded text. For the text being used - the claims portion of

a U.S. patent file - the reduction was about four-fold.

The new data compression technique is being used in the dic-

tionary ("word list'" part of the file. In addition to containing the

English word and the code number, the clairn numbers of the claims

containing the word are also stored with the word. In the past, this

was only done if the word occurred in less than six claims. It would

have been desirable to do this for all words, but the list of claim

numbers was excessively long for many common words.

The compression techniques to alleviate this problem might

best be illustrated by an example.

COMPOSITE 462, 463, 464. 465

466, 469. 470, 473

2456, 2457, 4428, 4431

4432
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There are occurrences of the word "COMPOSITE" in 13

claims. Since :laiim numbers in the present file can go to about

18.000. a naive listing of numbers would require S uecirnal digits,

or 15 binary digits for each claim number.

The encoding scheme takes advantage of the fact that these

numbers tend to occur in "bursts. " that is, there are often several

claim numbers which are close together numerically, and more

specially, several consecutive claim numbers.

The encoding procedure is:

I) Record the first claim number as an 18 bit quantity.

Z) Take the difference between adjacent claim numbers in

the list.

3) If there is more than one consecutive difference of 1

(i.e., two or more consecutive claim numbers),

record a 6 bit code character 75 (octal), followed

by the number (+I) of consecutive claim numbers

(assumed for the moment to be less that 61).

4) If step 3 does not apply but the difference is less than

61 (75 Octal) record the difference as a 6 bit quantity.

5) If the difference s greater than 61, but less than or equal to

4095, f7777 Octal) record a 6 bit code 76 (Octal),

followed by the difference as a 12-bit quantity.
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6) U± the difference is greater than 7777 (Octal) record a

6-bit code of 77 POctal) followed by the difference,

as ;an 18-bit quantity.

The choice of six bits as a unit of length for code words was

partly a manter of convenience and partly of experiment. Some

further attention will be given to looking for a rule for the determin-

ation of the encoding rules for more general files.

The resulting calculations for the examples are shown in

the table below.

Claim Number Difference Encoding

Decirral Octal Octal Octal

462 716 -- 00 07 16

463 717 1 7507

464 720 1

465 721 1 . . . .

466 722 1

469 723 1

470 724 1

473 731 5 05

2456 4630 3677 76 36 77

2457 4631 1 01

4428 10514 3663 76 36 63

4431 10517 3 03

4432 10520 1 01
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The compressed code requires 90 bits, compared to the

original requirement of 13 x 15 - 195 bits. Data is still being col-

lected on the exact savings possible with methods of this type.

Z. 3. Z Extension of Query

The query processor is being modified to accept more general

query specifications. As first developed, the processor would accept

a number, N, of words or phrases as "acceptance words, " and any

number of "rejection" words. A search could be made on a combina-

tion of two criteria;

1) find all claims containing at least M out of the N phrases;

Z) but discard any claim that contains any "rejection" word.

For example, four relevant words might be "magnetic, "

"storage, " "core, " "memory, " and retrievals might be based on

finding at least any three of the four words.

However, a search would probably be more accurate if it

were based on finding

one of the two words "magnetic, " "core"

and one of the two words "memory, " "storage."

This request was not possible with the original system, but

will be easily handled in the modified version.

The modified system will accept and interpret queries

according to the following simple rules:
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1) Typing in a word or phrase (i.e., any string of alpha-

numeric characters) will establish that phrase

as a criterion for retrieval.

Z) Depressing a "combination" key (one of the CCC Process

Keys) wiU combine the preceding two criteria

according to the appropriate rules and establish

it as a new criterion, replacing the previous two

criteria.

3) A search can be made whenever only one criterion remains.

For example:

Keyboard Input Means that any one claim should be

retrieved which contains:

Type "Memory" the word "'memory"

Type "Storage" the word "storage"

Depress OR either the word "storage" or "memory"

or both

Type "Magnetic" the word "magnetic"

Type "Tape" the word "tape"

Depress AND NOT the word "magnetic" but not "tape"

Magnetic the word "magnetic"

Drum the word "drum"

AND NOT the word "magnetic" but not "tape"
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OR "Imagnetic" but not "tape" or m-~agnetic

but not "drum"

which is the same as "magnetic" but not

("drum" or "tape'l

AND (",menory" or 'storage"l and (magnetic

but not ("drum" or "tape"))

If the "Search" key ig now deprcssed, the search will be made

on the basis of the last criterion.

2. 3.3 Application of clea? text system to formatted files

It became apparent recently that the present Unformatted file

system will work very effectively as a query system for a formatted

file. We are considering creating a test file to verify the ease of use.

Z.3.4 Processing of data

An enlarged file of patent claims has been reprocessed to

create a disk with the new compressed format. The new disk will be

tested in the near future.
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TASK III INVESTIGATION OF MULTI-PROCESSING

TECHNIQUES FOR INTELLIGENCE INFORMATION PROCESSING

This task is concerned with the extension of operational mult-

programming systems. and the development of procedures for mtultipie-

console applications.

During the period cdvered by this report, program processing,

loading, and testing as an integrated operation was successfully per-

formed under control of the AN/GYA multiprocessor. This feature

permitted the updating of the library of the statistical language during

AN/GYA monitor operation. This feature is especially useful for

the modification and extension of programs for all applications of

the AN/GYA system.

The programming for the establishment of the link between

the FMS system and the AN/GYA monitor has progressed to the stage

that first experiments on operation are expected toward the end of

July.

A dynamic allocation scheme of tapes has been included.

which permitted multiprocessing of all AN/GYA programs with

SORT/MERGE operation. This mode of operation was not possible,

in the past, for some of the applications (e. g.. the statistical lan-

guage).
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TASK IV INVESTIGATION OF COMPUTER

CONSOLE INPUT AND DISPLAY

This task is concerned with a study of graphic devices for

input and output in a man-computer interface. During the period

under review, emphasis has been laid on a study of methods of proc-

essing graphic and text data for visual presentation. In context with

the earlier works reviewed, the theories of languages for picture

processing are being investigated. A special study is being carried

on into the presentation of "display" mathematical workings.

4. 1 Processing of Graphaic and Textd Data

4. 1. 1 Bunker -Ramo Corporation - Professor Glenn J. Culler

The early work of Culler and Fried in California indicates

a certain success in the provision of on-line console facilities for

scientists. Certain psychological insights obtained by them may

prove of general value in the design of consoles, viz: It is found

that continuous console operation for less than one hour or more

than two hours tends &o provide the user rather unsatisfactory re-

sults. Also a computer reaction time of less than 1/10 second is

unnecessary; however, a delay of more than 1/10 second begins to

make the human operator uneasy.

The Culler report describes an on-line Computing Center

for Scientific Problems. It is designed and programmed so that
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on the Interface, FUNCGTIONS rather "an NXUB.RS are the elements

on which the commands operate.

Graphical output t8 via 2-17 inch CRT's with line-drawing

capability. Alphanumeric output is via an eight inch CRT and a Flex-

owriter.

Thirty COMMAND buttons are provided which can be defined

directly or recursively or by keyed-tn programming. wtth the further

possibility of multiplying the number of available commands through

a system of "overlay" - each overlay being called just like a

COMMAND.

The FUNCTIONS in the machine are represented by a max-

imum of 101 samples (100 intervals). Thus the equivalent of an "ac-

cumulator" can be thought of as 101 memory words. Twenty-four

buttons are provided in order to identify function storage shelves

and a final set of buttons providee. the arithmetic +, -, 0, 1... 9.

Because the operator can define new "commands" (e. g.&

SINE, COTH INVERSE, etc.) at the keyboard, he finds it "possible

to build a representation, in the computer, of those analytical tools

he believes valuable for a particular problem or problem area....

he is able. using only the concepts of classical mathematics, to

create his own machine language, one tailor-made to his own needs."
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A further report on this work wti be given after sonme clar-

t - ifications have been received.

4. 1. Z The Algorithmic Theory of Language presented by Ross and

the L•at-Structure approach used by Evans and others are found to

overlap, Most practical approaches to picture processing have been

found, however, to use rather specialized mechanisms and it is be-

lieved that it will be some time before a generally suitable formal

theory is developed. This area of Study and Investigation does not

yield rapidly to a clear understanding of the processes at work and

since it is in the greatest state of flux, will need more and continuing

work.

4.1.3 "Display" Mathematical Workings

Console text and graphical output systems have continuously

increased their capability from alphanumeric (5 x7 bit) characters

to lines, circles, conics and more complex figures. However, the

rather important area of presenting mathematical workings has not

yet found any solution. Approaches that are being studied by us in-

clude the "Teager Table" system of analog-digital representation (a

working model will be inspected shortly when it has been installed

at MIT) and the work of Minsky and his students.

Mathematical display equations are highly stylized devices
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for communicating concepts and relationshlps. The optical, psy-

chological and operational bases for "standard" representation are

being investigated through a study of American Mathematical Society

and A. I. P. practice, as weU as of such standard publicatios as

the Proceedings of the Royal Society, ZAMM, Jtournal of the SIAMJD,.

etc. Obviously much of what is accepted today as "standard practice"

to due to the exigencies of typewriters, typesetting machines and

printer's type. Not all these conventions are valid or useful for

CRT displays.

As yet, very little work i# published in this area and hence

reliance is laid on personal discussions with other workers and our

own detailed study of certain classes of problems in mathematical

display.

4. 2 Systems Coneiderations. The Engelbart Report

The rnan-niachine information system at the Stanford Research

Institute is based on the philosophy of a report which projects lines

of research in the field of Texn and Graphic on-line man-computer

interaction. This is the report entitled "Augmenting Human Intellect -

A Conceptual Framework" by D. C. Engelbart (Stanford Research Inst.)

In this work, Engelbart finds a perspective within which man-

machine interaction may effectively be viewed. By analysing
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intellectual activity itself and determining its basis 'n linguistic

structure and symbol manipulative skils, he develops a hierachy

of augmentation systems. Below we shall paraphrase his analysis

of hurman lnte¢*ctual activity and list serie of the capDiities en-

visioned for a well-developed augmentation systemn.

Stagua Devetopnent

a. Concept Manipulation

The ability to lvilsuallzett abstractions and conceptions.

Concepts are non-' erbalized and unprocessed.

b. Symbol Manipulation

Important step toward the abiity to think In symbols rather

than specific concepts. Emphasis here is on internal storage

and manipulation, not communication. Example: A shepherd

can keep track of his flock by counting sheep rather than by

recognizing them. This amounts to having a crude, internal,

language.

c. Manual, External Symbol Manpulation.

The next stage is the facility to store, externally, the sym-

bole used.

Rate and Direction of Evolution in Thinking

There are theories that class Languages among "self-organizing
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systems, where over a period of time quite subtle relationships

among interacting elements car, significantly influence the evolution

of the system.

Korsybaki and Whorl have argued that the language we use af-

fects our .hinling to & considerable extent. They say that lack of

words for some types of concepts makes it hard to express these con-

cepts. This leads to a Whorfian Hypothesis: The world-view of a

culture is limited by the structure of the language which that society

uses. Engelbart offers a Neo-Whorfian Hypothesis based on the

preceding discussion.

Both the language use by a culture and the capability for intel-

lectual activity are directly affected during their evolution by the

means with which individuals control the external manipulation of

symbols.

The Neo-Whorfian Hypothesis suggests that using a computer

for manipulation leads to a fourth stage of development in Thinking.

d. Augmented External Symbol Manipulation distinguished

by the Very Rapid Rate of manipulation with a Minimum

Amount of Information supplied by the human.

In this stage, both the types of manipulation and the rate of

creation of new symbols and new formats in which they can be rnani-

pulated rniy be expected to be considerably greater than before.
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Specific Graphic Capabilities of a Computer

Enge1bart visualizes an augnmentalLon systern of the future in

operation, describing in general terrms the capabilities of the com-

puter and interface. These may be divided aito two general classes--

systerms for accepting symbol structures from a humrnn operator, and

systems for enabling the h-.tman to manipulate symbol structures in

an augmented way.

As aids to feeding-in text, the following facilities are visualized:

Z Display Screens - Used horizontally, rather like drafting tables.

One shows the input string and the other, a feedback, pro-

vides cLannel from the computer (see below).

Z Llghtperis - One for each hand or screen; used in conjunction

with keysets.

Z Keysets - One for each hand.

The keys are not merely alphanumeric, but allow for additional

symbols and for use in a 'shorthand" mode for rapid insertion of

text. Single keys for bigramns and trigrarns such as "ed" and "ing"

provide speed without resorting to phonetic shorthand.

The keys can also be used to call for dictionary entries, syno-

nyms, antonyms, etc. and to attach abbreviated 1.abels to long strings.

Keys can also be used to structure input text in other forms
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than a simple string; for example. in developing an argument, the

points would be listed vertically.

Artifact processes to aid in the manipulation of alphanunmertc ' T

tent are visualized as functioning much as a "copy editor".

Functions provided by lightpen-keyset combinations are de-

signed to provide flexibility to the user in changing and e' ng

ideas, argument-chains, etc.

Delete Word/Character; i,,Aert Word/Character; Re-Justify

are the more obvious "proofr services. On a higher level,

are Change Paragraph Break; Delete String; Move String to New

Position (string to be moved and new location indicated by lightpen);

Re-Adjust Margin; Change to Double Column Format; Adjust Column

Widths so that two parallel columns are equal length; Change Struc-

ture of text presentation from string to nodal to lattice, etc.

It is of interest to note here that, allowing for cruder lightpen

facilities, the lightpen-console Edit program developed by Inforonics

performs m-any of the functions described above, and is structured

to permit all of them.

Variable column width; Re-justification; Delete Character/

Word/Sentence; Insert Character/String. etc. are already integral

to the Inforonics Edit/Display program. for which a special keyset-
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Ae was developed. A larger memory than provided by the

PDP-l would enable provision of the shorthand, labelling of string.

and dictionary facilities.

Work performed on man-machine information systems at

Stanford Research Institute following the Engelbart Report will be

covered next. on the basis of the SRI Report of November 1963 and

the Users' Guide for the SRI system as of April 1964. Facilities

developed appear to be parallel to those developed by Inforonics

with some additional sophistication. In particular, the indexing and

storage of personal files for rapid access and display has received

special attention.
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TASK V INVESTIGATION OF AUTOMATED PROGRAM

DEBUGGING TECHNIQU ES

This tasi is concerned with a study of methods and develop-

ment of computer progrms which permit debugging of programs

or program segments from a console.

;V Temporary reassignment of programmers during March and

April caused an interruption of progress on this task. During the

last month covered by this report, programming has been resumed.

The coding for the facilities described on pages 40-43 of Quarterly

F Report No. 1 is now actively under way. These facilities are ex-

pected to be ready for testing in early July.
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APPEN;DIX I

NONCENTRAL STATISTICAL DISTRIBUTION

PROGRAMS FOR A COMPUTER LANGUAGE*

RoUl E. Bargmiann. Sakti P. Ghosh

IBM Watson Research Center
Yorktown Heights, New York

ABSTRACT: Some of the numerical analysis problems have been
discussed in connection with evaluating the incomplete probability
integrals and also the quantities of commonly used statistical non-
central distributions, e. g., noncentral chi-square, noncentral Beta,
noncentral F and noncentral t distributions. The methods most suit-
able for digital computers from the point of view of computer time and
accuracy have been discussed. FORTRAN routines for evaluating the
incomplete probability integrals and quantities of these noncentral
distributions have been developed and are given in this report

* This work was supported in part by Air Force Research Contract
AF19(602) - 3303
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I. INTRODUCTION

In an earlier report (3), the authors discussed some numerical

techniques used in the development of statistical distribution programs

for a statistical computer language. Included in this report were

Fortran programs for the Normal, Gamma, Beta. Student's t. and

F distributions. The present report extends the discussion to the

noncentral forms for these distributions and includes the correspond-

ing Fortran programs.

Though the noncentral distributions are very useful in statistical

analysis yet very little attempt has been made to develop good pro-

grams because of the complex nature of the noncentral distributions.

The difficulties of programming are greatly increased when high degree

of accuracy and wide range of admissibility of the parameters are

required. To achieve a desired degree of accuracy certain boundary

conditions had to be imposed. These are:

(I) All the parameters of the noncentral distributions were

restricted to the range 10-8 to 108. (Accuracy of the

results outside this range becomes doubtful due to the

countless arithmetic operations iz.volved in the calculations.)

(Z) Regardless of the choice of the input (parameter values,

abscissa, or probability) the results were required to be
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correct to at least five significant digits. Due to this

requirement the calculation time for some of the routines

may be lengthy (Z or 3 minutes) when the value of the

noncentrality parameter is large.

Various approaches for evaluating noncentral distributions by

approximate formulae have been suggested in the literature (8). (10)

but upon investigation it was found that most of these give no more

than two-place accuracy for values of noncentrality parameters as

large as 50. Since programs for central distributions had already

been developed by the authors (3), an attempt was made to make use

of the fact that a noncentral distribution can often be expressed as an

infinite sum of weighted central distributions, with the weights being

Poisson terms. It was discovered, however, that with the latter

approach the programs consumred too much time and it was extremely

difficult to maintain sufficient accuracy. Fortunately, a simple modi-

fied technique for evaluating the infinite sum greatly increased the

accuracy and decreased the computation time. This approach is used

a
in the present report to evaluate the noncentral y and noncentral

Beta distributions. It is also shown that these results can also be

used to evaluate the noncentral Gamma. F, and t distributions.
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2. NONCENTRAL Cl-SQUARE DISTRIBUTION

The density function of the noncentralx variate is given by (Z. )

UXmny 2'*~(/ 9 ~MIZ +(.1

where \ is the noncentrality parameter and mn is the degrees of Iree-

don-. The routine developed for evaluating the krncornplete probability
a

integral of the noncentral X is defined by

NCFUX (X, DF, C, P, Z) (2. 2)

where X, DF, C, P, and Z are, respectively, matrices (all of the

same size) of abscissas, degrees of freedom, noacentrality parameters,

probabilities, and ordinates. The first three are input matrices, while

P and Z are output matrices. For each x in X the routine (2. 2) caicu-

lates the probauility

p J | fx rm, y) dy (2.3)

0

and the ordinate

z = f (,, rn, y)

wth im, X , p &n•d z being the elements of DF, C, P, and Z, respect-

ively, wrach are in the same p.usitkor. a. x in X.
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The Inverse routine is given in (Z. 4)

NCHWP (P, DF, C, X) (Z. 4)

This routine evaluates the abscissa (quantities) for a set of input

matrices. P (probabilities), DF (degrees of freedom), and C (noacen-

trality parameters), The result is a matrix of quantities, X, each

element of which is associated with the corresponding elemnents of

the input matrices.

The routines (2. 2) and (2.4) require the direct or inverse evalua-

tion of:

( \.n) a f(X. rn, y) dy

ax Ph/2. j)J, ({m+Zj) (2.5)

j=O

where

P(x/Z,j) X I-k/ (./2)j / tiJl) (2. 6)

and

J (m2~ *y/2 (rn+ 2t 2)/22 X(m+ Z 3t .- dy (2.7)Z(m + 2j~l r- I ((.-nx+ 2 ) Z)

A method, for evaluating J.(m) has been discussed in detail by

the authors (3). h •wever, a faster method based on continued fraction

will be discussed here. This method is due ko Laplace and is given in
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P -u "-I 
-z a

r z + fl z +

2 3-a 3 ...... . ( . )
zi i + i

JX(m +Zj) may be evaluated by subtitIut ing azrn/ 2 1 j, zx.2 in

(2.8) and subtracting the result from unity. By using fifty terms in

.he continued fraction it is possible to obtain at least 12 decimal

places accuracy. Unfortunately, the continued fraction approach can-

rot be used for the entire range of the parameters. I: was found that

for the range of the parameters given by (2. 9)

4 < m + Zj < 1000 and x> m-2 and z > .005 (2.9)

it was appropriate to evaluate J,(rn + Zj) by using continued fraction.

Also, when mt Zj > 1000 the Hilferty-Wilson (12) transforrmation

proved to be more effective, while in the remaini'g rangc of tne

parameters the originli pr •ceduroe presented by tnt' 't.'rs ( 3) are

more efficient. Additionally, when the nonicentrality paranmeter is

larger than 2000 (xý 2000) the Hiiferty-Wilson transxurrna:ion has

been used *O calculiat P(k/Z,j).
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observed that it was niure convenert to ; r,"rt Ie th sn ,.:,!r; at the

modal value j a XiZ and accunmiiazc te n- o. cithe; side by

increasing and decreasing J until the terM-s b.Ctr.C smaIier than the

desired degree of accuracy or i becomrns L crur. 1'-.-fa rir.n-d of buiid-

ing the in-finite surn by starting at the modal ternm :n..s beern used in

all the other noncentral distributions discussed in, this paper.

In evaluating the inverse routine. Newton's method (9) of solving

equations has been used and if Newton's method faiird to converge then

Horner' s method has been used. For the choice of inc initial point it

has been found that ni+k-Z is quite satisfactory.

3. NONCENTRAL BETA DISTRIBUTION

The density of the nuozcenttal beta distributior is given by

f(k, mn, niy) b, ej 2 (x/Z? yt + 1 (1 -y) n)

j=0 j I B(rn+j, n)

The routine for evaluating the incomplete probability integral

and tne ordinates of (3. 1) is given by

NCBTX (X, DFI, DF2, C, P, Z) (3. 2)
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sect~n Z. Ot Course, now, -t., dregr.-ef i r~ n nro: ro

and DF2, are needed The first of tzie iv. 't I, ,:,volve : ne d&griye I

of freedom. nn, and the secoud, DFZ. applies to n, Tm. routine (3. Z)

computes for each value x of X and corresponding parameter valucs

rn, n, and X (i.e., elements of DFP, DFZ, and C in the same positiorn

as x is in X), the probability, p, and ordinate z (toe corresponding

elements of P and Z). The value of z is the ordinate of (3. 1) and p is

defined by

pr I (X.nn) -a - f(k,Mn,.ny) dy (3.3)

The inverse routine given by

NCBTP (P, DFI, DF2, c. X) (3.4)

computes the quantities, x, for a given probability, p. and specified

parameter values m, n, and X, where these symbols represent the

same quantities as defined for (3. 2).

For evaluating the routine (3. 2) the incomplete probability integral

was written in the form

Co

I m.. rn.) - 2m P(x/2,j) ixim+j, n) (3. 5)
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r 
-! (r - tn) Y " l y r dy

D(+j, nn

is the irci mplet" - prubabIlity -tiz.ag U" 4 central beta t• riuioU.•,n,

(3.6) may be evaluated by the technique discussed oy the authors (3).

When the parameters rn and n are both in the neighborho(d of unity

(specifically, when each is within i t 10-6) (3. 5) reduces to very

simple forms, which can be used directly instead of going to the

general procedure. When X = 0 (specifically, 0 <c <i0 )m fn 1, n• 1,

then I x (k,n, n)Zx and f(x, in, n, x) z 1. Again, when X * 0 (specifi-

cally X)>I0 ), nn Z1, n ; 1, then I (n, nn) m x Exp L (x,- )/21

and f(\, m, n, x) = (1+ x X/2) Exp [(xx-x)/2]. For developing the

Infinite sum the same method as discussed in section 2 has been used.

For the inverse routine (3.4) the same mnethod of numerical

solution of an equation as discussed iA Section 2 was used. The prob-

lem of choice of a good starting point (xo) was solvtd by trial and

error. The following values of xo given in (3. 7) seem to work

sat.sfactory

Fur p < .95, x = (rn-i+X/) / (r+n-2+\iZ)
(3.7)

For p > .95. xm k- ti-143x/2) I(m+n-2+3>j2)
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The u . - tt;.. x .,:, :,)r the r rv;r * P.;. -, .!n -,iven t.)y

Y) i-i. miz+ Ik-)

,j=0 j

S1

B(m/Z+j, n!Z) j

The routine for evaluating the incomplete probability integral and

the ordinates of (4. i) is

NCFX (X. DFI, DFZ, C. P, Z) (4. Z)

where the arguments are matrices and have been defined in Section 3.

The :outine (4. 2) computes for each value x of X and corresponding

l.,tia values 'ir, it, . -c. e., 1?ements of DFI. DF2, and C in

the same position as x in X), the probability, p, and the ordinate, z.

The inverse routine, given by

NCFP (P, DF1, DFZ. C, X) (4.3)

computes the quantities x, for given probabilities and parameter

values (similar to the inverse routine defined in the previous section,

but for F distribution).

It is weil known that the transformation

(my/n) /(1+ my/n) (4C4)
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ra~g rrI her.;. : t.r, ie -csr;- r. UtI noýncen~tr.,. beta di~t r bu-

F

F(bnm,) n - r n()., r.,y) dy

0

F
a rn - (l-x) I x (4. 5)

2 Bm/ Z+tn J '•1

where F, (={mF/n )/(I + mF/r,). Thus, (4.2) was obtained by mnaking

the necessary changes in (3. 2). For evaluating the ordinate of (4. "I

the ordinate of noncentral beta has to be multiplied by rn/n.

The inverse routine (4. 3) was obtained from (3.4) oy iirst calcu-

latine the Beta value for given valur of p, m. rn, and % and then

making the neceý-tary transformatic r, to get the F-value.

5. I'NONCE:'.NTRAL. T DISP-PJYUION

The density of the noncer•tral t-distrxbution is

y) P(x/2,j/Z) (y /N)

N
V- 

( 
L 

N-
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The± ri2 k;

will calculalle t.ae incomplete proabzi'.ty itegral -: the -orncetral

tdistribtion. The argurnerab are rc;atrices ý,f iput an.d ýUtp_.t

parameters. For a given t of T the rouitine will calculate the incorm-

plete probability integral

t

p NI( t) , , _ if(XN,y) dy (5. 3)

where N, x , and p are the correspondmng elements of DF, C, and P

matrices. The routine will also calculate the ordinate z given by (5. 1).

The inverse routine

NCTP (P, DF, C, T) (5.4)

• ,i L. , t, for g pv, p, 'N, ai,,' , which ;re :he ele-

ments of P, DF, and C, respectively.

There are a few different methods for evaluating the incomplete

probaoility integrai of the noncentral t-dist-ibution, but as the aim of

the present system of program., was to maKe u.e of the routines already

developed, hence, the method based on incomplete central beta distri-

bution was used. It is easy to see (4) that (5. 3) can be written as
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J=

- U( + N /Z) (5. 5)

where T (t0iNt / (I+tz/N) (5.6)a

L, (j + I, N/Z) and I (j • •, N/Z) are the in•complete
i 2

0 10

Beta functions defined in (3. 6). The sign in front of the last term in

(5. 5) is the sa.-ne as the sign of t. The ordinates (5. i) can also be

calculated from the ordinates of a central Betadistrbution. On simpli-

fication, (5. 1) may be reduced to

0 (1/z - 3/2f( X, N, t) ,,• P(%/2 )...,(-° {o j + NI1 2)iz

cn 1/2 3/`.
S2;P(/ZJ+- ) ao {i-Tro e ('to,j + 1, NI2) (5.7)
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*her e(,J+ ; NI)arid it(T *J+ 1, N,2iaretheTWA~

of a central :,.eta aOis t r ,nu13t Iona t fo LO' parnrettnrti(j

Now (5. Z) can be evaluated very easlly frn(5, 5) 0-d C iby

i-iirw the sanw- techriqoue as usedi ffirCd4ut4(2)

The inverse routine (-5. 4) has been evaý.uated by usr~Newton's

method of solv-.ng cquationis, on the T -scale and thv;-_ n~~ the

proper t ransfori'nation to obtain t. The atartzng pn-,nt Ix,) ifor 'Newton-'s

method was dertermined by trial and error ind the folloiwing wo_.rkedl

quite satisfactory.

x I-p, for jpI<jo-s

x i-p, for i-p < 10-

xu p- pIj for p-p Ij< 1O0

x =p, otherwise (.8

where p1  I- P(xIZJ 1
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8. FORTRAN PROGRAMS

In this section the FORTRAN programns for the routines aQscusscd

in the previous sections are presented. These programs are written

in double precision as subroutines. They can be run withoui ntuIfica-

tions ur. an IBM 7090 computer.
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SIAROU! INE NCMIXCZZ.AG.BG.PG.OR4B
DPI tNSI ON A2(41 ).*Ar4( 1$.8ý(±I),DG(i).ORGfl1)
COMMON NRA .NCANRBNCe.NRC 4CC ,NRQNCL)
DO 201 K15¼,lNCA- ___ __

DO 201 Ki2=1.NRA
KA~fK!5-l)*NRA*K1Ž
-LAMUO.

IDFlRE5mO. -- ------ -
FIORDSO.

0 G2=0.

D ORD-0. - --- - - - -- --

O XZ0.
G2?AGC(AI
FLAM=PGi KA

___ FLAM=PLAM/*. _____

X xX2 (KA
IF16 2) 199.#199.v100 -

100 IF(XI 1199o90#90
90 IFiX-1.E-B). 171.1J71,l1t -

D !71 P=0.
IF(02-2*i16.6th~ _ _

D 164 ORD:.C)9999999E30
GO TO 200.

165S ORo¼.It
GO TO 200 -

166 o~RD=.
GO TO 200 . __

101 LLX=FLAM
oD FL.LX:LLK- - . - .- -- *

o A81=26242.FLLX

o G2=Ati1+2*
LX FLAM
LX=L.X+1 __ -__

441 LX=LX-1
O AAflzO. -

AA1 =LX
O GZ=G2-2. -. -- -

I OE Xa I
IFLX) 45S.a454*45&,_._ _ _

455 LLX=LLXt1
LX=LLX ------ --- --

o AAI-nOo
AAXZLLX - - - - - - - - - - -

o G2=AB1.2.
.0.. A Bl=zG2~

INDE 'K 2
-0 454 Pý0.3.-- - - - - - - - - - - --

o PP=c.
-0 RESULTa~a -- - - - - - - - - - - - - - - - - - -

IF(GZ-I000.) 168*170.170
168 -- IF (-ll.L L24a6

D 169 Pal.
o ORDug,. - - - - --- - -- - -

GO TO 200
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171~ YiAL0GFiX/Gd'i/3*
Yi=FXPFg Y!)

Y3=SURfF(2mili9e*G21 )

CALL NORM9(XY 'R0#0RD)

D ORDýORD
GO TO 200

167? IF( G2-4. ) 135 s1 35.3..-

D T$ETAz~o.
THE TA=G2/2.-FLOATF( K)
IFi THETA-I.E-7) 145#1459146

141ý THETA=O. -- -..- .-.

146 CONTINUE
D AzTHIETA*LOGF(X)-X/2*-il.+THETA)*LOGF12.)-ZLOGG-ýM~.*+THETA.)

0 A3=A
IF(A+80.) 103.103#102

D102 A2=E~qF(A)

D ORD2ZAAý

1F THETA) 130.130.131
D130 A3zA3l-LOGF(X,

GO TO 112
-O131- A3=A3+LOjGFi2.)+LOL"(-.THEJA~fL0OiF.Xi- --

132 IF(A3+80.) 109*109.1408
108 1F(A3-A0.) 162916Ži1l63
163 QRD14.99999999E3O

GO TO 104
D162 A2vEXPFIA3)

-D RDI=A2
GO TO 104

0109 OROI=0.----
GO TO 104

0103 T3=0.
D ORD2=0.

-0 ORDI=O.
D T2=0.
104 121 -.

105 1Izl1
D xI=I
D AC(XI+I.HETA)*LOGF(X/2. )-L0GF(XhKX/2.-ZL0G6M(X14+THETA)

-IF (A+80. IO1791Ml1f6 __ ------.-.

0.3-D6 AZ=EXPF(A)
D ORD3-A2
D T2zT2.A2

1:) GO TO 105

13 TIF(-5 4i1894



o AzLOGF(X/2.1+LOGF((.*+TME1A)/(2.+THETIAI)
If 'A+8O. 1 113.11a3.112

01123 4:I = I Ex F A

D X I=I

o A31 aj -.TnmET7AI/i xI+ TtiE TA'i +
IFIA3-1.E--8) 143,143.147 - .------ _ --

D147 A:XI*LO3G&(X/?.)-ZLOGGM(Xi*1.iI+OCI':IA3)
IFiA4BO.I 143.143%14i*-

0143 T12=0.0
GU TO 119-

0144 T13:SXPF(A)
C=FLOATF(i1)____ ____

Ti2=SAGNF(T13,C I

0) T11:T1IITi2
N=N+-1

115 lF(N-50) 1l6,11i.117.
M16 GO TO i1 1
117 P RI NT 118.C15,d12
1118 FORMAT1(13H0 IN ELEMENT 14#.14#6>r FtLL CONVERGENCE WAS NOT ATTAINED

I. MAY' t4E SOMriF.-rAT uNPRECISE).
119 IF~i1Il 133.1133.13'*
133 G'3 10C 121

01'A34 A=l i+ THCAE1-*LO),F X/2.I+LOGF(T11)-ZLOGGMi2.+THETA)

D120 Tl>Exý)FAJ -
GO '0 122 -

D012 1 r1 rO.

GO TO 122

3D1 18 A=- x./ 2.
IF(A+80.) 14 e ui4Oit~ .. 14

fl14n A2=0.
GO rO 142

0141 A2>E;XPF(A)
0)142 Tl=1.-A2

GO -0T 122
149 N=25

A2:O.

o A=-(13.4X)/XI.(THETA+1. tLOGF( 13.*X/Xi )-ZLcQGGMC 1.+THETA.1-LOGF~XII
.IF(A+80. 101O1I).

D0150) T11 =0 .
GO TO 152

D151 T 11 =ExOF{(AI
015 2 A2=A2+TlLI

JF(8I 1589,15% 3
01l58 8B=ABSF (B3
O A2-X,2. I THE TA.1.¶fLoGr(KX/2.)L0--&w'. :.G4T1Tt.



D161 C-EXPF(A)
6O TO 157

D160 Az-X/2.+ITHETA+1.)4L.OGFIXi2.*ILOGFSI-LO(JF(52.)ZLOG3GM(THLTA+I1.)

015580* C0#15t5

GO TO 157
0156 CTEXPFIA)
0157 0zA2.C

127 IF52-2*1 123.124,124
0121~ RESULT =2o*T3T3,T.

GO TO 196
124 tFfG2-4*3 125.126*126

D 0RD=ORD2
GO TO 196

0126 RESULTsTl-2**T2
D ORD-ORD3
196 IF(RESULT) 194.1949195

0 194 P=0.
Go To 200

D 195 P-RESULT
GO TO 200

1) 116 X=X12*
G2zG2/2.

O OROL =-X+4 I GZ..zL.L!LQ(F lXi mý (,QiL.-
IF(ORDL+60*) 172*1729173

o 172 0P0-0.
IF(X-G2+'1.1 174,175*175

D 174 ~00 -----
G3 TO 200

D-175 Pal. --___

GO TO 200
D 171 0RDA=XPFtOROLi-.--
0 ORDlzORDA/Z*
o ORD=ORDI

IF(ORD1-.O05) 178,178,179
'.78 IF(X-G21*1. 180*4J&Q4-,19 ~-----

D 180 XzX#2o
0 G2202*2. ..

GO TO 135

D XI111
D- .SS=X+ xJ -02 iXI

176 11-11-1
D X u181 - - - -- - - - -
D sS'-xi.LxI-Gý:i/(1.+X1/SS)

) 177 SSsX/SS
:1 PROBOROA'SS- ------- .-

fl PRO~aI...PRO8
D PaPROB --.

o xaE*20
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0 G2zG2'2.
200 cCONTINUE

!F(FLAP') 199o442#442

44? IF(FLAM-1#E-7 443,o443.444

441 PrilKA)vP
ORGKA)mORD
GO TO '20 1

444 CFLA6421000.
IF( FLAM-CFLAM) 441,#448,448

448 PRINT 449..(129K15

449 FON)MATt65HO NORM,%AL APPROXIMAT ION WAS USED FOR POISSON PART OF NONC,

IFNTRAL F 219)----
BAtAA1/FLAm**3333333342IZot

9**-LM)

83AtSORrF12./49.*FLAM~l
CALL NOA49(8B$,_CCPP1)
PPL~P1I
60 TO 401

D447 Cl=ZAALOGFFLAM-ZLOGM(AA1+*)-FLA 
-

IF(Ci+45&) 4509450,451

D450 PP=O. --- -

GO TO 401

D45I PP=EXPlF(Cl)

SLJBRES2P*PP 
---

SU~oRD=PPO0RD
D FIoR0zFIORD+SU9OR0

D F IRESr P 1RES+SUEARES
IF(5U8RLEl1.E-i2) 456P4569-45?1-

457 GO TO(441,455itINDEX
456 GO TO(455*452)*INDEX
452 PGtKA)zFIRES

i~FtfoRD-.99999999E30) 18vl9*l9

19 ORG(KAI=*999999
9 9 E 3 0

GO, TO 20 1
18 ORG(KA)=FIORD

GO TO 201
199 :ýRINT 198tKI59KI2

jq8 FoRmAr(20HQ ARGUMENT NEGATE-VE 14*14)

PG(KA ) -0.

201 CONTINUE
RETURN
END

--------------------------
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C~ .(AN~.NBNRC ,NC CNRD.NCV

" I K2=1 NRA

S.2 •, •

G2 2 A 22 2 1411

F" LA A 1 '4 9 K A 9

22•5 1FrIt-I*rt-8i Zdo,2CC.g2D

221 AXc(4)Z.Q:, 99999Q9e.3C

G2 TQ 300

224 1FG2-) '99.2 9 v203
D 203 x=62z?.'tAM-2..Ol

V!•'X) 20,7 207,2C8

O, 297 •:•,"

2%
2n q

D ,2
D XX

L�:� LAM

D •LLX w.X
D AB 91=,-1*2.*FLLX
D rý 17 +2.

LX=LX4I

441 LX=.

A,

I - ' 2 2.

455.-454.,454

" .-•i+2.

68



100IF!X "2i2?. 16.16.1

164 RQ99999 O
GO Tn) 200

D165 0~1 RD -_

9168

GO TD 200------

170 Y1mLCGtIA/uc2 / ý

Y2 I .- 2 / (9.*G2
Y3=SQRTF~(2./t9.*G2I))-__

C A.L NOR M q XX #P A * RD I
GO TO 200

K=XINTF(GI1)
D THETA=3.

IF!THETt\_i.E-7) 145#145#146
145 T -E r A ).
146 CONTINUE

O Az -iETA*LOGF (X) X/2. 9- jt.+T1.ETAI OLOGF1 2.-ZLOGGM (I *-TH-ETA)
IO A'3=A

IF(A+80*) 103vI03*102
010? A2=EXPF(A)
D T3=A2
D O0rý2=A2

D130 A3zA3-LOGF (X) ---

GO TO 132
0111 A3zA3'4LOGF(2.)+J..OGF(THETAi-LOGF(X)
132 AI*60.) 1099109#108
1 08 A 3-80-) 162?6.163,6~
163 (7.99993

5104
0162 A2.-7 PF ( A3)
0 OP~i -A 2

GO T') 104
0109 ORD1. I ;: 0.__-

GO TO 104
D103 T3=0. -

D ORD2%0*
D OR01%0. -- -- - -- -- -

0 T2-O.
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EL A2X(I1+THE¶!ASLO-GP(x/Ž. 1-LOGP(XI-X/2*-ZL0G5MtX1..THETA1

~10 6 A?:EýXP~¾A1

107 1 Fil-ic) 11 11 * 1
11 3TO 105 - - - - - -

148 >1
D T11I1

0 A zLflGF IX / 2.)+ILGPI 1.*THE T A 1/ *+THETA))
IFHA.8O, 1 113,01134,112

Di~ T 1121 T1 -E XPF ( A)

114 1 +~

D A3ý:(*i.+TrETA)/(XI.THFTA+1,)
IF(A3-i.E-81 143,143#147

D147 A2x1,*LOGrF (X/2.) -ZLOGGM(Xlt1.)4LOGR(A3)
!FtA+A1. )143,143,144----

D143 T12rzQ0
6)3 TO 1V -

D144 Y13zExDgflA)
CvFLOATt 14)
I 122Sf GNF (11 3C I

D Tl12T11.112 -

115 %-'50) 116,1171,117
116 t - : 1.4
217 N' % ;½.~K15,K12
118 '4 kA-.T1 3-3 IN EL.EMENT 1 4s 14,61H FULL CONvERGFENCE MAS NOT AT TAI NO

1. ; 3 SMEwHAT uNPRrCIASE)

131 6,c TO 121
D134 A:) 1.+THETA) LOGF(X/2. +LGGF(1ii)-ZLL0GGM(2.*Tr1ETA)

rA#80,) 1t1,121*120
D120 !.=;EXPF(A)

GT 7) 122
D012 1 TI-ý0,.

GO '3 122
0138 Az X/2.*

I F(A.30. 140 9140 141 -

D024r) A2=:0.
G~O TO 142 -

D141 A2=EXPF(AI
02142 T¶=1 *.- A? 2.

GO TO 122
149 N4a75 .-

D A2-0.
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D A=-( I3.*X?/XI.(THETA..1.)#LOGF(13.*XfXIJ-ZL0GGMII.tTHETA)-LOGF(Xi)
If (A.-PC), 1 1.150.,15 1

"0250 Tt
GO TO 152

IWFI -NI11 53,1154.*154

I!FU3a 8f 158.155. 16 0
D158 4=AH8SFfRi
o Az x /?2 Tf-E TA.1,UO IXYrwafF Ir FT7-iZLo~ariMITHcrA+l.

yr F.3* 6

0 161 C 2-EXPF(A I A

CGO TO 15?

0)160 AzXJ. THE(TA+'.4**LSF I X/2I4LOFL -LO$F152,)ZLCA4(ýM(THET A+I 1.
IF{A+81. 1 155#1155,156

0155 C = -____

C)O Ta is)5?
0156 CzEX~tfA) - - - ----

015S7 D xac.-+
O T I:=I.-1.

122 6 2-2o) 123.1249124
D0121 RSCL¶:=2 .I13+T1I
oD ~ ~ l

To J196

124 162~-4.) 1A25#126,126

0 -DrORO2
COTO 196

0126 RESULTsTI-2.4T2
D ORO=OR93

4196 IAF(RESULTI 194o194.195
0194 PAsQo

GO TO 200
D195 PA=RESuL T -.- .- - - - - - -

CO TO 200
O 136 X:X/2.

G G 2 /2i.
ID 0Rr)zx.G2-1f.)LOC,%rfX1-ZLOGGMeG2)

IF(ORDL+60.I 172,iU1?273
D 172 ORD=O.

TFtx-C2-1.i 174. 175.1 7Sr

D 174 PA:0.----
GO TO 200

O 175 P A ='i.
GO TO 200

D 173 OR3A=EXLDF(OROL;-
O ORDL2ORDA/Z.
D ORD=ORDI

IF(ORDL-.OO5) 178,178,179
178 IFCE-02+1.i 180.180,179 ..- .. ..--

O 180 X zX'*2 .
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-R01 t 1 . L

D) xitH2

5)FAA-FAO 447#448o448O

200 PRONTIu

449 FORMAT(b5NO NORTMAL APPROXIMATION-WA&- USED FOR POISSON PART COF NONC
IFNTRAL F 219;
9Az(AA1,FLAMi**5 31333333-l.+2. f(9.'FLAMI-
SE.$ZA/SORTF(2./C9.*FLAM)i
CALL NORM9CBRCC*0C)PI
APP=PPl
GO TO 401

D447 Ch..AAItLQGF(FLAM)-ZLOGGM(AA1+1.)-FLAM
IFCCIt45.) 450.450.451

o 450 APP:.Q*
GO -0 4011 *

D 451 APPaEXPPIC1L)
401 CONT INUF:
o SUeRESc,,)A#AP0
D ;U80R0=A9P*PtD
D FIORDzI-IIORD+SUBORf)

O IE~rRFs+-,5U8RFS;
:FISRR$-1.E12)456#4156#457

457 0 T01441,455'iINDE
4156 30 T014*55t4521,INOL

o 452 flA=F!QES
C(F IORD-.99999999E30.) l8.19.19

D) 19 )jDz.q99999999E33

2.0 TO 201
0 is "ý4i)uF7IORD

201 > 1-)547,5471,548
54? INDEXa1
548 GO T0c'532,533,5341,INOEX
532 1IF(ORD)1 5 22.522.t529
529 CONTINUE

o XCaX-(PA-PPIIORD
o DELsO.
o ABOPsABSF IPA-PPY-
0 A8OPmABOP/PP
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AlkAI x

hW \-NI 2o';,209,522

i--i 5-f 50.5 50.5 1

"IYNT I ! N
~~j ~ PA - 3 tk C,S365

053 ~ 'Ex
GO TO 538

D537 DThL=X
GO TO 51~9

538 IF(\CT-12) $40.540*546 --

)540 An~'A (PA-PP)

I -'Ll I. t--8) 536,36.54 1
D541 1ýý- l0.

~.C(DE1..5~.~7X)53695369542
0542 + D

T ~ 7- - --

53-3 DA- - 1 -54 2, if-, 3Q
539 1NC-T-12 1 543.543,5)46

D543 An;- )A -iSF(P A -PP)
D, A lAliQP/P P

IVCASDP-1 .E-8) 536,536.544
D544 ý') EL =D)E L/ 0.

NC T=-NCT +

IF CASSF(D~EL i-5,E-7*X1 536.5369545
D54%3 XH"X-0EL

X HXX
F(X ) 5 6 395 63.#56 4

0563 Xz3 = -

564 CONTINuEc
I NGE X:=3
GO TO 5fl

534 IFtPA-PP) 5389536.545
536 AX ( KAyz X

GO TO 300
546 AX9ZAi:X

PR INT 524,KI2,vKW
524 FORMAfl13MZ IN zLEMENT 14,14,bln FULL CONVERGENCE WAS NC''- ATTAINED

I* MAY BE SOmEwHAT UNPRECISE)
GO TO 300
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199 CONTINUE
2q9 PRINT 2Z?$#K12*KI5
298 F3RMAT(2OHO ARGUMENT NEGATIVE 114#141
297 AXIKA)ku-0.

-3100 CONTINUE
R ETURN - - - - - - - -

EN)
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SUBR~OUTINE NCBTX IX%.AK*SK*CK*PKtZK.J

COMMON NRANCANR8,NCBNRC.NCC .NRD.NCD.NRE .NCE
DIMENSION XK(1),AKz( 12,K(11,CKa1),PK(1,Zg~il)
DO 89 K15=1.'NCA
DO 89 K12=iNRA

D FLAM=Oo
D FIORDzO.
D FIRES-G.
E) vPDZO.

o AAIY-3. .

D FIBD=0.,
D x~o. -

FLAM=CZC K(K
D FLAM=FLAM/2. ______

IF(FLAM) 8094*4
4 XXO=XKiKA)

AAD=AK1KA)
88D=8KtKAJ

D A1=AAD
D B1~B I . ______

1;ý(AAD) 80980*9
9 IF(BBD) 8098091L---

IF(XXD) 80913*12

G3O TO 491

14 CONTINUE ..-. --. .. .-

123 IFIFLAM-lmE--71 124#1249125
124 PK( KA __ ___=.X__

ZK( KA I=l.
GO TO1 89 --

D 12S Cl=EXPF(FLAM*x-FLAM)
RESOjLT.X'Cl
PlC C A ý=RE SUL T

ZK( (A)=0RD
GO0TO89

122 LFLAM4=FLAM
D XFLAM=LFLAM ---- -

D AL±A1+XFLAM-1.
LXmLFLAIM- 3 _

LLX-:LX+ 1
INDE:1-

GO TO 488
D 486 A1=AAD*XFLAM

I NDE?2
487-.LX-LL.X-l -..-..--

LLXaL X

o 489 AA1wLX
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D AI A I-I,#
6O TO 485

A A I L.X
D A I =A 1+ I

D 48S ;)ý

D RESULTgO.
SENSE L IGHT 0

4042 Cio 4 0

IFtCLV4ETA+80.1 406,406*401
D 406 CBETA=O.--

GO TO 40~8
407 IFfA1-l . ) 411*412#411~

D 412 CE8ETA=EXPCZLBEIAL_~__ .__
408 lFiXl 80,323.5

5 IF('-I*) 6*326*80

6 IF(X-I.E-1i4 323,323,7
13 7 XHH=O.-
0 XH-H=14.-X

8 IF( ASSF( A.-1.1 -1 E-81 4339433o434
413 IFtA8SF(RI-1-.I-l#E-8) 4_359435,v436

D 435 O=X
GO 7O 87

0 436 C1=B14L0C>F(I#-X)
I F (C 1+ 45 .1 422 9 4 22 &AL17--

0 417 RESUJLT=1.-EXPF(Ci)
GO TO 429

454 jF( ABSF( Sl-1* ?-1.E-8) 438*438t439
D 438 C1zAI*LOGF(x)

IFJC14~.5.) 4231-4239440
-D 440 RESUL.T=EXPF(Cfl

GO TO 429
439 IF(A-1-000.) 41694169417

41? XX=2.*Al*( 1.-X)/X
DF=2**Bli
PRI NT 1995*Kl 2#Kl 5

199S FORMAT(29HO CHIX APPROXIMATION uSE-D IN 219)..

CALL (N 9 (XX ,DF PRO9ORsKl2tKIS5)

D RESUL T =1. -PRO
IFiRESULT-*99999999) 429,420,420

D420 RESULT=1.
GO TO 429

416 1IF 181 - I0Gs 1 418 9419*419-
419 XX=2.*13*X/(1.-~XJ

DF=2o*Al
PRINT 1994*Kl2*k15

1994 FORMAT(29HC CHIX APPROXIMATION USED IN 2,9)

CALL CHI9 (XX ,DF.PRO90R*K.129l5)
aý RESJLT =PRO

IF(RESULT-.9999999
9 ) 4299420,420

418 CONTINUE
IF(Ai-1. ) 457.4579458
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457 !F(81-1.) 459,458.458
458 CONTINuE

IF(X-,50) 472,473,473
D 473 Y=A1

0 A1=31

SENSE LIGHT 3
472 CON T INUE

SENSE LIGHI 1
453 C ONINu;E
70 1 1 80

3 FN=Al+~31-i. - _______

D) FMOD=FN*X-----
D FOýLOGF(X )/5.
D) FO=EXPFtFO.I
D F~MO=FMOD*F0

IF(XX-F.MO+2*. 425,447*44
D 425 X:zFN-XX
D xz1.-X --------

442 SEENSE LIGHT 2
447 CONTINUE
o AA=X/V'.-X)

D xXl>H
C) SS=(FN-XXI-XX)*XX+XXI)/((X+2.0XI-1.)*(XXX2.*XXIi)
D SS:SS*AA

108 141=11-1
D A I=1 I

0 OD~D=*AA
D) Cl=U(FN-AI-XX)*(XX*AI n/((XX+2.*AI-l.)*(XXx.2.*AI))

CC= Cl *AA
- SS=,- I o +OC/ ( --SS)

IF(!H-1) 109.I109,108

o SSUMl*L0GF~j*S2
D SSUM1=SSUM+C1

IF(SSUM1+80.) 423*423o110
o 423 RESULT=0.

GO TO 421 _ _ _ _ _ _ __ _ -* _ _

D 110 SUM=EXPF(SSV~4l)
o RESULT=SUM

GO TO 421
D 323 RESULT=D.
D) P=RESULT

GO TO 86
o 326 RESULT=1.
D P=RESULT - - - - - - - - - -
D ORmOuo
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GO TO 86
4Ž IFiSENSE LIGH-T 2) 426o428

D 426 Xzfl,-X
D KX~FN-XX
o TltL0GGm(FN41a)-ZLOGGM(XX+*.)-ZLOGGMIFN-AX+.i)vXA*LOGF(X)*.IEN-XX)

1*LO)F( l.-X)
jIt T 1.45. 460s4609461

D 460 RESULT =I.-RE SULT
GO TO ,ý2

D 461i RESULT1 zl -RELSUL T <APF C TIL___
428 I F(JSE-N'- iGHT1 4 54,*429

o 454 BbI ! l1+ I. ZOGAIZOGB+A-.LGWI11*
O Ch=ZLOGGSHAItBI-LGMA)-LGMBý(',-.*ýG(i~bl'-*O

o A1:At1-1.
IF(Ci.*45.) 429w429,45&___

D 456 RESUL.PT ;RE SUL T+ExPF K1I
GO TO 429

459 IFIAI-di) 466,466,467
O 466 Y2A1
D AbzBi
0 B1?Y _

o Xz1.-x
SENSE LIGHT I ----

467 IF(X-.85) 468t469,469
o 469 V=AI
D A1=81

o x=i.-x
IF( SENSE LIGHT 1) 468,470

470 SENSE LIGHT 1
468 CONTINUE

D Znl.
D C2=All.1
0230 SUvG=O.
D SU C3 CLSETA+Ai*LOGFtX)-LOGF(A1)

IF(;U MG + 8G0.) 29 5 *29 5,#24 0
D 24C RESULT=RESULT<ý,XPF(SUMGI
o 245 CI6=1.-8i
D S UVO,ý
o SUMrj=CLSETA+LO'S3F(C16)+C2*LOGF(X)-LOGF(C2)
250 IF f Su?4H+45. )295 9295,s260

C) 260 RESULT.=RESULTl+EXPFtSUMH)
o CI=At+Z
o C18=Z+1.-,3I
D Cl9zAI *Zti.
0 CO20Z+I.
O SUMH=SUMHtLOGF(Xi'tLOGF(&%I-7L+LO)GF(C18)-LOGF(C:19)-LOGF(C:20,

GO TO 250
295 CONTINUE

IF (SENSE LIGHT _1-4i1.Zl
D 471 YaA1
D A1=81
o B1Ivy

7R



C) RE SULT =1 -RE SuLT
4?9 CONTINUE

IF( SENSE LIGHT 3) 474,*475 ___ _

D) 474 YzAl
o A1I =-Bl

o RE5SUL Tz=1.9 RESUL T
475 CONTINuE .-.- _ ___

O RCOM=1.-RESULT
IF(RCOM-1.E-12) 422*422#427------

o 422 R ESUL.TrL.I
D 427 P =9 EVSqUL T

87 CONTI NUE

IFAOROI+45.) 4043,403,404
O 4n3 O ROD:=,

GO TO 86
4o4 IHOROI'-BO.) 415#405P-40 - -* .-

45ORD=.09999999E30

415 ORD:)EXPFCORflI) __________

86 IFCFLAM) 80.542.542
542 IF7FLAM-1.E-i7J.543P51419544 --------
541 PKIKAI=P

ICC KA) -ýORD- - - -
GO TO A9

544 CFLAM=" ' 0Ci.~ ____ __

IFI FLM#--CFLAM) 547,548,548
548 PRINT 549.C12.KILS

*549 FORMAT166H0 NORMAL APPROXIMATION WAS USED FOR POISSON PART O+ NONC
lENTRAL BETA 219)
AAz(KX/FLAM)**.33333333-1.+2./C9..FLAM)
BB=AA/SORTFZZ'./(9.*FLAM-I------.~-.
CALL NORM9(f38t,CC,_PP1)
Dp=PP1
30 TO 40 1

O 5'47 C1I AA1I*LOGFC(FL;AMt -ZLOGGR CAAt~lfrL-5IAM - - -

IF(C'1+45. I 55O.5$0v55i
o 550 PP=^0. - -_____

GO To 401
o i51 PP=EXPF(C1)
401 CONTINUE

D SuBRES=P*PP -- -- - - - - --
o SUBORD:PP*ORO
D FIORD=FIORO*SUBORO -. _________ ____

o FIRES=FIRES+SuBRES
GO TO(494,496)uINOEI

494 IFiSUBRES-1.E-12) 486,486.488
496 I F(fSUSRRiS-1.oE- 12) 49Z94%7 iA&f7_

*497 PUCKA)=FIlRES
Z-F(X-1.E-12) 49j%491&4.%2____.._..________ ___

491 IF ( AA D -1. ) 4 93.94 8 4 49 5
4 93 Z KfK-A r,. 99 99 99 9 9L3 0------- - - - - -

GO TO 89



484 jK(KA )C XPF (-FLAM)

GO TO d9

492 Z K(IKALJ:=F IORD
GO TO R9

81 FORMAT(ZbdO ARGuMENT NOT ADMISSIBLE 216)
PK( KAi=

RETURN-
END
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S;UBROUTIP4E NCBTP(PLAL,8L.CL.XLl
DIMENSION PLI 1) AL(11.) ,LI 1) CLI1l) tLfl1)
COMMON NRA.NCANRBNCB.NRC .NCC ,NRONCONRE NCE
Z)0 57 K15tl.NCA-
00 57 K1221#,%RA
KAu;(l5i-1i*NRAtK1Z-

o AAzOaO

o YXOl~Q. -. .. ...

o X='t).

o XO0=-A.
o FLAMýt).

P.)L>zi'L tA
AAE~rAL(CAI ý-____ . ~ . ~ . ---

rLAM=CL ((A)
O F LAmZ--FLAM/2Q

IFV-LAM)52.4 .. -

4 IF(AAOI 9,2.,52.11

i ? IFIPPD) 52.15.16
1S XL(KA)=0. .--------

60 '10 97
16 I'F(PPO-1.I 18.18.52

D PPH:t.-~PPO -

IF,(PHM-1.E-8) 14.14.1l9
19 I FV'-I.*E- 30 j'15 *15.v17 -

O) 17 AilM.\D
O B1=350

'74 IFtDP) 599*501.5020
052 AX=0.

GO TO 600
5')20 IF(PP-1.) S02.14.599
S02 IF(ABSFiAI4-i.)-1.E-7) 121.121.122
1?1 IF(485F8>'.-i. )1.E-71 123.123.12Ž
123 LF"rLAM-4i.E-:-7) 12491249125~

124 XLUKA)0PP
GO TO 5?

D125 Ci=PPUFXPF(FLAM)
Xz I. +LOGF I PP)I&ýLAM
IF(X) 129*.129.128

DO"2,9 X=ASýFlX. F LAM,
o 178 Xl=X+'4LOGiF(Cl -FLAM*X-LOGF(X) )/(FLAMý+1.,XI

IF IXlI 13ZA30,9-131
O 1310 X II=. E-6

GO TO 13?2
131 IF(Xl-W'0 112v1339131

1 32 CONT I NUE)-
IF(ABSFUXI-x -i.E-SI 126.126.1271

o) 127 X=X1
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Go To- 1,8
1.76 XL IKA) ýX I

* 1?~? !FtPP-.95I13.5i5
*0 111 X2(A'.*,P3.*FLAM?/(A~I+BLŽ.~.3.FLAM)

D 11 =A I- * +FLAM) / AI~ .e3-2.+FLAM)
1 '16 C ',T I N JE-- - - - -

GO TO 554
f~ lX-1*1 554.555sS555

D ') S5 X2l.-I*E~-12
S54 N=25 - - - -

0527 REStJLT-0o - -

o FIORD=O*
D FIRESVO.

LFLAA4ZFL Am
XFLAM=LFLAM

-. AI=AI+XFLAM-1.
LX=LFLAM-1
LLX=LX(+!
INDE-1

D 486 AlzAAD+XFLAM

487 LX(zLLX-1
LLX=LX
1 F(LX) 497#' 49v .. *--.---

D 489 AAI=LX
D A1=A1-1.

GO TO 485
488 LXaLX4.1

D AAIzLX
D Al=A1,. *.*) **~

o 48S PPf)=0.
D R~ESULT20.

SENSE LIGHT 0 -

D CL 3TA ZLOG j AI+B1) ZLOGGMIAI -LLCGGMIBt f-
* F(CLu3TA'+8O.

4)6 CBETAzC0.
G~O TO 408 -

407 IF(AI-) 4111,412,411

411 IF(Bl-'.) 409,,4120402
41? COE7A=FXPFi C..ETAI

4n? IFfAI-1.1 5109055O1.C--.
50S IF(BI-1.) 50694229506

o 5n6 CONST=B1*LOGF(1.-X)-
IF (CONST+45.) 422.422,507



05S07 RtSULTxI1cEXPF(CONST)
GO TO 475

513 IF~ieA-1.i 402.511.1 408

IFICON.ST+45.) 427,427,%32
D 512 RESULT4ýXPF(CONST) ------

50 TO 475
408 IFtXI 1999.323.5-----
5 !i(X-1.i 60.26t"1999
6 IF(X-j.E-143' 3ŽAtV323tT--

O 7 ENHH=O.
o ýXHH=1:.X - . ---

IV(EW-1.-14)326.326.8b
a lF(P4 BSV1 A1-1.I-l.,BL4J-33,433,434

433 IF(ABS F(1,-.E8 435.435*436
0D-35 PAz"x -___ _

GO TO 2000 --- - - - - -
D 416 C1=;1*LOGF(1.-X)

IFHCI.45w 4Ž22422Z,43±- -7- --

0 417 QESUlLT~l.-EXPF(CI)
GO TO 429 -- ___-

434 IlFABSFtB1-1. )-1.E81 438.438.439
O 438 CIZA1*LOGFLX) . -

IFICl+45.) 423.4239440
0 440 RESULT=EXPFICi)

GO TO 429
419 1FIF(A I -lOQ 0 I 4 164I±1 ____ 4_

PRINT 19cyS.KIŽ.Ci5
199i FORMAT(29r10 CMIX APPROXIMATION USED IN 2191..

CALL CHI9 xx ,DF.PROOR*K12,K15)
D RtiSULT=1.-PRO -- _ ..

IF (RCSjL T-.99999999) 429.420.4Ž0
0420 RESQLTZ:. -- ----

GO TO 429
416 !FB-OQ24189419#419...--

r)F=2.*Ak __ __

PRI%T 1994.K12. (15
1,)94 FORMAT (29840 CMIX APPROXIMATION USED IN 2191

CALL CHI9(XX .DF.PRO,OR,K12.K15)
D RESUL-T-PRO

IFI(RESut T-.99999999) 429.4Ž0.420
418 CONT 1 NUE..- - ---- *--- -- *--*-___

* 1li, 457,457,458
457 F (a3I- I.1. 45 9 *4581,458 ------------

45 8 C0%ItT I N0,E
IF(X-.50) 472#473*473.1

) 473 YmAl

SENSE LIGHT 3



472 C ON-TI1NUEJ
IF(AL-'1. 452,453,453

S0 R i 1 B 1I

'.VI CO(.NTI NU E

0 F~~~ N*ý IA. F

:Ft'%x-F0'O*z.) 425,&47.447
o 4Ž5 gX:F-N-XX

442 SZ4ELIHaT 2
447 CONT!u I NA

7 SS: S* A ./-.- ---- . .

7 AI=z(T1 N*l)/( (XX$-2.'AI*1.)t(XX.2.*AIý

)f=lz l*AA
* C'r(IFN-Ai-~XX)*(XX*A1i )J/XX+2.V11 ~x2*#AII)

D $S!--CC/ 1. 00D/( I.o-S$)
1F(11-:ý 1.99.109#108-

O 109SS./i-5
D CItŽLO'GGWIFN~l.)-ZL0CGGMIXX+2eJ-2L0GGM(FN--XAit4(AxX+.i*LoGEFix)*1sN-~

10X-1.,*t*'OGF( 1-X)
D..- SSUMt.ltGF(5SSI)-----.-__

O 473 RESULT='-,.
GO0TO421

O 110 Sv = E X PcSSuMfl
O RESJLT=SdM .~-.-

G0 TO 421
O 323 RESuLT=O.
o PAz4E SUL T

I F ( Al 4(0l 404,s405 *

D043 OW>).19999999E30
GO T&l 2000

r)~ 40l4 fl1R PkzET A
GO TO 2000

1)40 i " rpr=n,I
6-O TO 2000

D~ 126 RES;ýT=1.
O PAzREsuLT . . -

IF' 1-1.) 403.404*405
4?1 IFISENSE LIGýHT 2) 4269426

O 4*26 xz1.-x
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I OLOGR( I.-X)
!F(!11+45.) 460*460*461 - -

DI 46ý R-ilL T=. -RESULT
GO T.i 428

D 461 PFEJLT-1.-RESULT-EXPF1TlU
428 IF(SENSE LIGmTitf 454o42_9..___

D 454. BllBle~

D A1=Al-i.
!F(CI*4'5.i 429#429v4S6

D 456 tEý;u T-RESULT*EXPF(C1) ----
Go TO 429

4C,9 IF ( A 1 - IJ 46&6 i~1~ k"A
O 466 Y=Al

D X=1.-X
SENSE LIGHT 1

467 1F (X - ,85 4 6 8tht9___ _________

D 469 Y=Al
D AI=81 - -

0 Bl=Y
D xz1.-x --.-

IF(SENSE LfGHT 1) 468.470
470 SENSEL! LL________
468 CONTIN~UE

D ZZ1. - __
D CZ=Al~l.
0230 SLPmG=O,. - ----- --- - -
D SUMG=CL8ETA+A1*L0GF(X)-L0GFfAl)

I F (SLMG.80.o) 295P2_95 9240___-- - -------

L) 240 RE5ULT=RESULT-EXPF(SUMG)
D I 245 C16=1.-BI -----

I) SUMH~0.
D 5UMH=CL8ETA#LOGF (C16) +C2*LOGF (X-) L0F(JC2)
?50~ IF(SUMH445#) 295.295.260

D 260 RESULT ZREUL+FLU$----------
C17=A1+Z

D C19=Al+Z+'.&
O C20=Z+.1. ------------------ - - - -

O SUMHUSUMH+LOCF( X)+LOGF(C17).LOGF(Cl8J-LOGFCIC9)-LOGF(C2O)

GO TO 250
295 CONTIhiUE -- - - - - - -

IF(SEINSE LIGHT 1) 471*4Z9
o 471 Y=Al ---- ------------------------ ------

D A1ZBI

D X=1.-X
O RESLJLTsasw-RESULL------------------------------------------------------ -

429 CONT:NUE

85



iH'FSENSE LIGHP'T 31)474,475
D '.4 76YtAl

50 X21.-K
0 )4ESIULT41.--RESULT

475S C ONTI1Nuf'E
D QCOM=1.-RESULT

IF IRCO~-I.E-i?? 422,42294Ž7
D 4272 REýSJ. T ý1 _ _ _ _ ,_ -.
f) 4.77 PA.RE'r.ut T
D ORD12CL5LIA4 ~.Oi4tfi-.tOF1-~

!Fnq-IDI+45.) 405o4059.409
409 IFIOQO1-So.) 415,403,!405 - .__

o 415 OR0=EXPFiORt1)
2000 IF iF LAM-lI*E-7±4A44S __-

444 CFLAMSIOOO.
IrF( FLAM-crL #AMI1 483,a44 lit448

448 AAU(AAI/FLAM)4*. 23333333-1.42. /(9.*FLAM)
88zAA/ S0RT F (2./ (9. *FL-AW)LL
CALL NORM9(8BCCPP1)

-- PPOtPP1 __

GO TO 401
D_ 483- CIzAA1*LOG!I(FLAK)Uý-ZLQ~aGKtAAL +1.JrFLAM. .

IV(C1.45*) 450,450,451
D 450.PPzO --------

GO TO 401
_D__45-1__PPO=EXPF( IC1) _____

O 401 SUBRES=PPO*PA
_D0 SUP tIROPPO*ORD
0 #-!1ORD! I OPDtSU9ROP

- _ FIRESZFIPES+SUBRES
GO 101 494,496)*INDE

_494 IF(SUIBRES-1,*E-1-2t4d6,4&6r-488 __ ..-

496 v,(SLJARESl.*E-12) 497*4979487
-0 497 PA=F I tt2
o ORD:FmORD
-443 IF!1i? 5479547s.548
547 INDEXmi
5-48 GO TO( 532.5!3353_4t,1khDiJ.. __ __- __

532 IF'OQOI 5229522i529
529 CONTINUE .----

o XC=X-(PA-PP)/ORD
D - - DEL =0*
o ABDP=ABSF(PA-PP)

-0 --.- A8OP=ABDPJPP _____ .------------ _

IF(ABDP-1.9--8b 518.518,520
- D518 AX':XC - . - -- - - - -- - - -

GO T0 600

D XNPXIz.-XC:
__ - I F &X C-) -4fl34-7-& 1J 38A

EuI.o1)OOXXI



1 '8 '-ONT IN(IE
IF( xHi--I.E- IS) 5'57*55 7*556

556 !FIX,-t.E.30) 5585589559
XD(.+ */2

GO TO 560
0S55i XmX/2*

GO TO 560
D559 Xxxc-

5bXI
IFfC1-NI 516,5 2.~ _ _ _.-. .- ~-~

522 NCT~n
U ----Y-

IFo(~-1fi-301 550#550s551
£551 X 1HH= * - - - -- -

J XHH=1.-X

.)550 Xz.0I3. ~GO TO 552--
D553 xx.99

552 IFiPA-PP) 535-s5369,5.37
D535 DEL=1.-X

GO TO 538
D537 DEL=X

GO TO 539 -

53$ JF(SCT-12 t 540,5409546
0540 A8OP=A5SFfPA-PP)
0 ABDP=AB3DP/PP

D541 OELLmDEL/10*
N.CT=NCT~ 3
IF(A5SFlDEL)-1eE-14) 516*5169542

D542 X=HX.DEL - ------

0 HX=X

DS61 X=I.
562 CONTINUE

INDEX=2
GO TO 527-- -.

533 IF(PA-PP) 5429536#539
539 IFINCT-12) 5353~6.--- ___

D543 ABDP=ABSF(PA-PP)
D ABDP=AB0P/PP

IF(A8OP-1*E-8) tp36#536*544
D544 DEL=DEL/10.-----------------

NCT=NCT+ I

D54S X=HX-DEL
D HX=X

]ItX) 563,5639564
D563 XzO. - - - - - - -

564 CONTINUJE
-.. INDEXz3 _ _ _ _ __ _ _ _ _ _ _ _ _ _ _ _

GO TO 527
534 1 F iPA-PP.I 5 3 ft.53&*54-5 -

0536 AX7.

87 - - - - - - -



!C

•,- . bOO

D546 AX=X
PRINT 524KI2 5

524 FORMATII3HO IN .._Z.ENT Al4*14611H FULL.CrNVLRGENCE WAS NOT ATTAINFE
1. MAY BE SOMEWHAT UNPRECISE)

GO TO 600
s'Q PRINT 598*K1Ž.K15
598 FORMAT(ZOHO ARGUMENT. AEGATIVIE 14•4I .

AX=-(0,
GO TO 53

600 CONT INUE
D YXO=AX

-• AMt .- YXD
IFAHH-I1.E-30c 14,L•flI ..

14 XLIKA)=1.
GO TO 57 ....

13 XLIKA)=AX
GO TO 57----------------

1999 CONTINUE
52 PRINT 51,K12*K15

51 FORMAT(26HO ARGUMENT NOT ADMISSIBLE 14914)
-.. 53 XL(KA) -O-O.

57 CONTINUE
RETURN ..
END
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SUB8ROUT INE NCFX (XE AE .8E CE .PE9*Zf
COMMON NRA.NCA.NRlBNC8.NRC,-NCC.NRD.NCD.NRE.NCE

D0 139 'K12cloNRA

0FjQ.')ý0.-

0

0 AAD=O. ---
D 880,10.

ELAý,FLAM/2*__
XX=XE (KA$
AAP.=AEKAI

IF( 4LD) 80#80.99-
9 F~i03i) 80.80#11

D 11 YX2- z X XD*AAO1&8IDLZ I±A~fla
b YAC'A~A3/2*
D Y8D=39?-)/2.
D A1ý'AD
D avBo -B

TF(VXDI 80.13.12
1'1 PE(kA)'O. _ _ _ _-- _ _ _ -----

GO TO 491
D 12 x=Yx0

IF(X-1.) 14,14980
1 4 CONTINLIE

!F(A8SF(A1-j. )-1.E-7) 121*121.122
1?21I(8F8-.-.Ij~L3I2
123 IF(FLAM-1.L-7) 124#124#125
124 PEE(Aj=X - - . --- - - - -- - - -

ZE( KA)=1.
GC)TO 89

D 125 Cj=c'XPFfFLAm*X-FLAM)
-O-- ESULT=X*C1 l__________

PE(CKA )=RE SUL'T
D ORO=C-1*t1.+FLA~uLWXJ--

ZECK~A) =ORD

GO TO 89-------------
122 LFLAM=FLAM

--- XFLAM=LFLAM -- _ _ _ _ _ _ _ _ _ _ _ _

D Al=Al+XFLAM-lo
LX=LFLAtM-1
LLX=LX+l
INDEal- - -- - -

GO TO 488
0 48&-A1=YAD*,XE-LAN

INDE=2
487 LX=LLX-I --- -- -------------- ----- - - - - - - - -

LLXzLX

- --- -- -- -- -- -- -- -- -- -- -- -- -- -- - -8-- -



iF-iLXI 497*489*499
0 489 AA1*LX-----
D A1zA1-lo

GO TO 485
488 LX=LXeI

0 AA1IILX -

D 485 P -z0.

0 RESULT-'.,
SENSE LIGHT 0

D402 C ETA=ZLOG 01-ZOG AIJ
IFiCLBETA+30.I 406#406#40,

O 406 CtOETAmO.
GO TO 4.08

407 1FC(AI-I. U.JiL._____
411 IF(l8i-1.1 408,412,408

D 412 C8ETAwEXPFfCLBETAL. -----
408 IF(Xl 80s32395

5 IF(X-1.) 6.326#80 -

6 IF(X-I*E-14) 32393;397
-0 7 XHHQe
D XHHt*4~-X

1FtXHH-1*E-l41ALb-32-6i28~
8 1F4 AB5F(Aj-1. )-l*E-8) 433#433%434

0 435 P=X
GO TO 87 _ _ _ _ _~ -

C~ 436 C1=810L0GF(1.-X)
IF(C1+45*1 422lZ,2-vw43-7-

o 417 RESULT=1..-EXPFfC1l
GO TO 429 ----.--- --

434 IF(A8SFi 8I-1.1-i.E-8) 438#438*439

IF(Cl.45.) 423*4239440
O 440 RESULT=EXPFfC1)--

GO TO 429
-439 IF(Al-1000o)-416*416,417

- DF=2.*i1___
PRINT 1995tKl2t~15

1995 FORMAT(29H0 CHIX APPROXIMATION USED IN 2193)
CALL CtI19tKXDF*PROtOR9K,'L2K15)

D R E U LT z1 .-P RO -
IF(RESULT-.99999999) 42994209420

D420 RESULT=1. ______-- ___

GO TO 429
416 1 FB131- 100 0 .).- -8 94 1-9a 4-19
'.19 XX-2. *81'x9 ( 1-X)

DF=2.*&1
PRINT 1994s~l2tKlS

-1994- FORMAT( 2 9 Ka -C.HIX-APPROX114AT ION ISLUi lbL-2-19A
CALL CHI91XX ,DF .PR0,ORvKl2oK15)

0 REJSULT =PRO
IFIRESULT-.99999999) 429,4209420

go



418 ('0#4TI NuE
IF(Al-lo) 457#457w458 -

4S7 IF181-1.) 459,458,458
458 CON! INuE ...... .. .. _ -. _

IF(X-*50) 472.473,473
D0471 Y=Al
D A1za1

S-ENSE Li7*iT-3.--______

472 CON T INuE
1FIA1-1.) 45Ž,4 5 3*4ii3

r~415 AI=A!I4V.
D 81=81-1. -- - - -- - - - - -

SENSF LIGHT 1
-453 CON' INUE_____-~----

70 J11 80
D FNzA!+Bl-l.
D XX=A1-l.
D FMOD=FN*X-
D F0=L0GF(X)/5.
0 FO=EXPFCFO) _____

D FMO=FMOD*FO
I F (XX -FMO*Zi -423,4-47-a-4-4-- --------

D 425 XX=FN-~X
D Xzl.-X --

442 SENSE LAGHT 2
447 CONTINuE-_____

D AA=X/tl.-X)
'' XX41= 11- - - -

- S=((FN-XXI-XX)*1XX*XXI)l/(tXX+2.*'XXII*)*(XX+2.*XxlI)
J SS=SS*AA

D AI1= ______

D Dl=(AIl*(FNiAI)I/((XX*2.*A1+l.)*(XX+..l*AlII
DD=D1.AA ------ --

5 Cl=t(FN-AI-XX)*(X.XAI))/((XX,2.*A11.i*tXX+2,*AI))
B CC=CItAA -----

.F(11-1) 109,R10901.08
D 109 SS=1./(1.-SS)

C2zZL0GGM(FN+1. i-ZLQG.&MAX+2AYW..-O~GGM(FN-XX)(AXX+1..1-4 -LOGF(~.*~,(FN-

D SSUM--LOGF(55) -- ---- -- --

D SSUm.11ssum+C1
IF(SSuml+BG.l k23a..423alx0 - - --

D 473 RESULT=O.
GO TO 421 ----- -----

O 110 SU'4=EXPF(SSUMj)
D RESU-T=SUM-- - - - - - - -

GO TO 421
D 323 RESULT=0.,-

P =RESUIT
GO TO 86

326 RESULTal.



0 =RE SUL T

Go) !o 86
4,11 IF(SENSE LIGHT .21l 426.428

0426 X = I- -X
o x.xý:FN-.XX

'AL0GFfl.-X) - - - - -
lFfT1.45*) 460*460*461

0 46n, RESul T mI . RESULL.L.,-. .

GO TO 428
D0461 R ESULT 2 1,-RE SULT.-EKPF ( T I-)
478 1 SE4E LIGHTI) 4549.429

0 454, BP3Bi.}. --

D) CIUZLOGG7'(Al+al -ZLOGGMIA1I)-ZLOG*OMIB1)*iAl-lI. *LOGFX ).( B110.)*LOG

D A1zAl-1.
IFfC'1+45.) 4299, ~45L_

D 456 RE5ULT=RESULT4EXPFfC1l
GO TO 429 - - - - - - -- - - - - -

459 IF(Aj..B1) 4.66o4669467

0 A1=51

D xzl&.-X
S, NSE LIGHT I1 .-

467 tFtX-.R5) 468,469,469
o 46 Y=A1 .___

D A1=Bl
D B1lV. -

D z&O
IF(SENSE LIGHT l)_4A,-p.470 .

470 SENSE LIGHT 1
468 CONTINUE. - . ..

D ~ I
oD 2A1~
0230 SUmG=0.
0 SUMGCLSETA4Al*LOGFIX)-LOGF-(AX)

IFISUMG+83*) 2959295.240
D 240 RESULT =RE SUtT+EXPF tSUMG) -I.

0 245 C16zle-81
o SUMH=0. . -

Ct;ETA 1 )r( 6J+ *O FfX -O F(2
250 IF ISJimm'45. i 95.2959260

o 260 RE SULT =RE SULT +E XPF (SUMH)
0 -CI7=Afl+Z ~ _ _ . ._

D c18=Z+1.-B1
O C19=A1.Z+l. .

D C20=Zl.1
C. S MH=SUMLG )+L~FiC -ý+Gf-tCAI GFC 91-L FC
D Z:;Z+I*

GO T3 250 -----..-.-.. -- _ _

295 CONTINUE
I F isEfsE L I GHT -1) 4 71142-9

D 471 YaAl

92



c) XI , =

D R E.SUL T = I-RE 5ULT - . -.

470 CONTINI)E
IF( SENSE LIGHT .3) 474#.4.75 ------

D) 474 Y=Al

o x11. l ------------

0 RESULT = .- RE SULT
475 CONTINUE

0 RCOmz*RSULT

D 4~22 RESULT=1.
D 42? P=RESULT -___

87 CONTINUE
D ORD zCLBE TA+ (Al-la-)*LOGF X )_t(5 I+1.ijQ~FU* -X+LOGF YADIYBD) .

[FiORD1+45-) 403941)1,404
D-403. ORD=(). -.---------- ..

GO TO 86
_404 1 F (0RODI- 8 0.)45~l4._____
D 405 ORD=.99999999ES0
o 415 ORD= EXPF (ORDIJ ------------------.---- - -

86 IF(FLAM) 80#542#542
542 IF(FLAM-l.E-7JA43j~p543v544
543 0E(KwzAP

GO T0 89 -_ _ _ _ _ _ __ _ _ _ _

544 CFLAM=10O00
IF(FLAM-CFLAMI_ 54.7s548s548.-

548 PRINT 599,K12*K15
549 FOR'MAT(65HO NOR-MAL-APPROXRMAT1O.N WASAJSEDtfOR POISSOK-PART OF 14ONC.

IENTRAL F 219)
AA= (XX /F LAM) *k,33.i3_T3 3-1. t?, Z 9, *FLAM I
588AA/5ORTFf2.-/(9o*FLAM))
CALL NORM9IBB*CCLaPPIJ------- - -

PP=PPj
GO TO 401 ------- -------------------------

D 547 C1=AAJ*LOGFfFLAM)-LLOGGM(AA1+1.)-FLAM
-IF(CI+45.1 51&L ___ . ___..__

o 550 PP=Q.
- GO TO 401 ----------------------- ---------.- - --

D 551 PP=EXPFIC1)
401 CONTINUE -------------------------

D SUfgRES=P*PP
D l;UBORD=PlP*R0-__________ ___________-

O FIORD=FIORD+SUBORD
D_ FIRES=FIRE5S4uaRLS-------------- .- .-------..- -...

GO TO(4949496)#INDE
494 IFCSUBRES-loli--i2) &.8.A------.- - - - - - -

496 IF(SUBRES-IoE-12) 49794979487
497 PE4 KAI~.RS_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - -___ _ _ _

491 IFCYAD-le) 493_941W@Aqi5----------------. ----------------------.

493 ZE(KA)a.99999999E30

93



GO TO 69
-AR4 ZEUKA)&EXPFt-FLAM)

GO TO 89

G~O TO 89
492 ZECK~A)zFIORD

60 13089
80 PRINT 8I~12*~KI5
81 FOR~MAT(26HO ARGUMENT NOT ADMISSIBL 2161

R9 CONTINUE
RETURN

-- -- - -- -- -
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;u;QouT ;NE CPPHKCt
D!%,ENSION PmiU AH 1)BM 1)tl*Hl *CHI ;OXmtL1
COMMON NRA.NCA.N$R8,NCBNRC.NCC,#NR0.NC0.NRE oNCE
D0 57 K15c1 ,NCA
DO 3ý? C12rl.RA
KA I<l5- 1) NRA+K412 ---

D A AD 0.

0 9 8D (

O Lm~O. ----

PPD=PH t KA)

sBDtRH (K A)
FLAM-CHi(KA)

D FLAMflFLAM/2.3 IF(AAD) 52v52,11
11 F(8801 52o.52912

12 A1-FIPPO) 52a5I-Sl.6
15 XH(KA)rO.

G0 to 57- .-

16 IF(PPO-'1.) 18.18.52
O 18 PPH=O*

19IP(PPD-1.E-30) 15,1.5.17
D 17 YADrnAAD/2..
o YBD=SBD/2.
D VPO=PPD
o A1=YAD
D B1=YBD.........-.
o PP=YPO

74 IFtc"P) 599.501.5020
D501 AX=I.

GO TO0600
5020 IF(PP1.o) 502.14*599
502 IF(ABSF(A1-14.)ht1E-71 i21lZ1.1lt22 - -
121 IF( ABSF (8 1-1. -I.E-li 123.123.9122
123 IF(FLAM-1.L--1) 124.124.125------

D 124 AX=PP
GO0T0600 - .- -- - -

o 125 CV-P0.EXPF(FLAM)
D X=I-.4 LOGF(PP I /F LAM _4_

!F(x) 129.129.128
0 129 X:ABSF(XI*FLAM . . .-

o 1?8 X1:X+(LOOF(CII-FLAM*XfL.OGF(XI)/IFLAM+1./XI
IF(X1) 130#1130.31

o 130 xlzl.E-6
4jO TO 4132- ________

131 IF(X1-1.I 132.133.133
D 133 --ul--.E- ----- - - - - - -

132 CONTINUE



i ~ASSF !xI-X)-1 E-6! I26o, 26* 27

GO TCO 128
)'h ,ix _ ____l

GO TO 601

D 1-'5 -I A1-~I..3. 6FLAM)/4Al+f3l-2.+3.*FLAM)
GO To 136 - - - -

D I'; XzýtA-I.FLAM)/(A1,B12.+FLAM)
136 CON' NJL____

II ,' I:1 Ea

GO TO 554
SIS IF(X-1.,1 5,555
D S591 X=1.-I.E-12

516 1 1 =I I +
D527 RESULT=O.
Dl HX=X

D FP1ORD=3. __

D FIRE.SmO.
LFLAM=FLAM

o XFLAMzLFLAM
0 A1klA1+XFLAM-1.

LX=LFL AM-1
LLX=LX+l

GO Tý 488
D 486 A 1- A D +X FLA M

-- LLX- L-X
IFIL~XI 497.4899489

D 489 AAl LX ---- -
Dl Ai7'Al-l*

GO TO 485
488 LX--LX+l

E; AA1=LX - - ----------- _ _

O A1=Al+l&
D 485 PPO=O. -

O PESULT=Oo
Dl PA=O. -- -

SENSE LIGHT 0
El CLBETAzLOGGJM(Al+81)-ZLOG~jAIIZLOQGGm(BlIi---.-

IF(CLOETA*8O.) 4.06,4069407
406 C8ETA=O.

GO 1) 408

411 IF(A1-1.) 408o,412%402.

417 C8ETAZ;FXPFtCLfAETAj
402 IFCAl-1. 5109505,510
50 5, IF (8-1 506*422*506.

D 506 C0mSTnsI*LOCF(1.-X)
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;r(CONST4S.J •422,422,507

O0 7 RtSULT=i.-EXPFICONTT)
GO TO 475

510 IFd~l-'w. 4,02,511,408 ..........

0 511 CONSTIAI*LOGF(X)
IF(CONST+45.f 427,427,512,

o C42 PESULIXTIPE(CCNSTI
GO To 475 -----.--

4'8 IF(X} 1999323,5
5 IF(X-i.) 6,32 6 .* 1999- - -- ....
6 IFix,-i.E-14) 323.323.1

D 7 xsHHU D . - -...- . .. . . . ... ...
A•k I) XH = -X

IF(XHH-1.E-14) 326.32-6 8 .....
I IF( ABSF4AI-1. )-iE-8) 433.433,434

433 IF A S { i I } 2 Er -•5 % 5 _e) _.... .... . . ..

D 435 PA=X
D ORD= I.. ............

GO TO 2003
D 436 C 1=8*LOGF(I.-X) -

IF(CI145.) 422,422,437
.D 431 RESULT=!.-XPXPFLCC

GO TO 429
434 IFIA4SFUI-0.)--I--8 _ _,39 -.....

D 438 C1=A1*LOGF(X)
IF(CI+45.) 423,v4239-440 -- -.. ..

D 440 RESULT=EXPF(CI)
_- GO G0 429

439 IF(AI-1000.) 416,416,417
417 XX 2P.*A * (I.-X)/X -.--.-------......

OF=2, **31
PRINT 1995 K12.K_15 . .- . ..

1995 FORMATi29HO CHIX APPROXIMATION USED IN 219)
CALL C H 19 (X X, DF *-PROs ORKIJIt.L ... . ...

o RESULT1=1 , -PRO
I F ( RE SUL T - 99999.99..429-t 4Zf-l24 ------

D420 RES'jTz1.
.30 TO 429 -.- - - - --

416 IF(BI-1000.) 418,419,419
419 XX:2.*BI*X/(1°-XL•--

DF=2.*A}
PRINT 1994.KI2,Kl5 ...

1494 FORMAT(29H0 CHIX APPROXIMATION USED IN 219)
CALL CHI9(XX,DFvPRO,QR,%K2,Ks5) .....

0 RESULTPRO
I F C R ES UL T - 9 9-99 9 9 991__4L9A •-2A4 ... ... .

418 CONTINUE
IF{ AI-i.) I 57,457s458 7 1,4..

457 IF(BI-l.) 459,458,458
458 CONTINUE . ...---..

IFIX-.501 '729473,473
O 473 Y=A1 __
o AIsB1
D 81=y
D Xal.-X
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SENSE LIGHT 3
472 CONT I NUE

IP(AiI..1 452s,4,53,453
o 452 A1IAIl. -----

SEk;SE LI GHT 1I
*4%ý3 CON'lI hJE

n Oý'LOGFIX)/5.---------------
p. FO:EXPF(FOi

D FMOnF'MOOEFO ~ --..

IFIxx-FMO+2.I 425,447.44'
0425 xX=rta-XX __ ____

D XsI.-X
442 SEA4SE LIGHT 2 -.-- - -----

447 CONTINUE
D AAZX/f1.-X) -- -

D XXI-II
D- - $SS-( CFN-XX1-XXltt.UýXZ-rft flfLK+IIIjjA IsPJIL.

O SSzSSRAA
108 11-z -

o All:!
O OIlAI&LFN+AI)) 'IIKX.2.EAI*1.-)jP-(fl+2.*AlI)
D LYODIOIAA

D CIzt (FN-AI-KX)*(XX,+A~t1ItlXjt2.*AI2L,.--t(XXZt*jAAI 1)
D CC=C1SAA

IF(!!-n- 109.109#108
D 109 5111-S
o C1":-!LOGGM(FNt1. I-ZLOOGM(4X+t2.)-ZLOGGMtFNt-XX)*(KX,+1.)*LOGF(X.)+(FN-

IF(ssum1.80.) 423,423,IlO
L' 423 RESIJa.T=0.- .

$0 TO 421
O 110 SL)P:EXPFt( 55UP411 J___ _

D RE-SJLTzSUM
bOC TO 4Ž1 --..

D 323 RESULlcO.
D PA=RESULT - -- --

IF(A1l-).J 403,404,435
D401 ORD-.q9999999E3Al---..-- __ .._ ....

G0 T0 2000
D04O4 ORDzCBFTA -----------

GO TO 2000
040S CP00---------------------.

GC TO 2000
3 326 RE-SULTs!. . _____~ __

o PAzRESULT
- ~ ~ 0 2F81. v034.0Ot4*403 -

421, IFISENSE LIGHT 2) 4269428



o 426 X~iv-X
D XXtFN-XX

O V1ZLOGCM(FPI*1.)-ZLOGOMXXE+1.1nZLOGNI(FN-XX+1a)+XX*LOGFIX).IFN-xx)
j.'LOGF( 1.-Xl

IF4TI+45.) 460.460.461
D 0460 RESULTtI-1.-RESULAT--------------

GO TO 428
o 461 RESULT zl.-RESULT-EXPF (TI) L

* 4284 IFISENSE LIGHTI) 454,429
O 454 81=6i+i.- _ _ _ _ _ _-

o AwA1-Yl.
IFJCIt45.1 42 9v&Z29s& 5 6 -------

o 45j6 RESULTzRESULT1.EXPF(C1R
GO TO 429 ,_ _ _ -- -- - _ _

459 IFCAl-SI) 466,466,467
D 466 YaA1 - - - - - - - - --

O A 1;t13
D 3i1- - - - - - - --- - -

o XII.aX
SENSE _.L6d _l _ _ _ _ _ _ _ _ _ _ _ I-___ __ _

467 IF(X-.851 468,469,469
D 469 Y=AI ---- ----------- ---

D AlIz=0l
b B 1V -- - - - - - - - - -

o xX1.-x
-- IF( SENSE-GTX 6.70______

470J SENSE LIGHT 1
468 CONTINUE- --

D ZZ1.
-0 C2=A1.I. ------ - -----

0230 SU"G_=O.
o) SUMG=CLSE'TA4AI*LDGFI(XJ--LxaaAl I ___

TFCSUMG.8O.) 295v2959240
O 240 RESUJLTzRESULT*EXPFtSUMGI--------------------- - - -

o 245 C16=i.-B1
D sumlizO. - - - -

I' SUMHtCLI3ETAe+LOGF(C616+C2*LOGF(XJ-LOGF(C2)
2=$O 1FfiSUMrlt 4S.a1 295 29-S.a260. _ _ _-_ _ _ _ --

260 RESULT=RESULT.EXPF(SUMH)
D CI7rAI.Z -

O C18=Z+1.-d1l
o C19=AI*Ze1. --- -- - - - - - -
o C20:Z,1.
O_ - - UMH=SUMtMtLOG FLZf1DG * I fV'CfltlLO.&ELCtA1-.LOGEl~ilZ C1 I --G-LG
O 2-Z+1.

GO TO 250---------
291 CONTINUE

IH(SENSE L~tIAIaZ..-
* 0 471 ViAl

-D----- A1 B L - _ _ _ __8_ _ _ ___ _ __ __ _ _ _ _

o BszY
o-D x'i.-x -------------------------------------------

o RESULT=LI*-RESULT

------- - -- - -- - -- - -- -- - -- - -- - -- - -- - ---



429 CONTINUE
IIUSENSE LIGHT 3) 474.415

D 474 YzAI
D A1=81_ __ _ __ _ _

o RESULT:1.-RESULT
47% CON T INuF-

D RCOmtI.-RESULT
"IF(RCOM-I.E-12) A422flZaŽ242L.-- ___

O 422 RESUL T ý1.
0 427 PAsRE SULI 1
o ORD1=CL5ETA4(A1-1.J*LOGFCX),(81-1.ItLOGF(1.-X)

!FRORpl.45.) 405o.4059409 _

409 IFUORDl-83.) 415#403#403
D0415 ORD:EXPF (ORDI1) _

2000 1F(FLAA4-1.E-7) 443,443,444
444 CFLAMtIOOO.

IFIFL4M-CFLAM) 483,448,448
448 AA1 AA I/ FLAM)**.s3333333A-JLI-t2./(9 *FLAM)

SB=AA/SORTF(2./(9.*FLAN) 3
-- CALL NORM9(8.1 ~ - --

PPo=PP I
G0 TO 401-----------

o 483 CItAA1*LOGFIFLAMb-ZLOGGMIAA1+1.b'FLAM
IF~C1+45.)40,541

O 450 PPO=0.
30G TO 401 _____ ___ __

O 451 PP~zEXPFICI)
O 401 SUBRESrPPOtPA
D 5th30R0=PPO*ORD
-D- F IORD= F IORD*+SUBORQ -
D FIRESsFIREStSUBRES

GO TO 1494.#4961..,!MOEJ -_ --- _ -- -
494 IFISUARFS-I.E-1Ž) 486.486.488
496 IF(SU3RES-1.E-I2J--49!.p497,4t-7

& 491 PA=FIRES
O ORD=FIORO -- --

443 TE(II-I) 547,541,548
547 IP4DEXzl
548 50 TO( 532,9533.534).9INDEX
532 IFC3:ROJ) 522s52-29529 . - -

S24 CONTINUE
o XC=K-(PA-PP)/QRD..-

o ABOP=AaDP/PP

D518 AX=XC
G0 TO 600 ----------------------

)520 KHH=sO,

IFIXC) 137.131.138
137 11 aIIs1+-t1 .

o iXillt



D X=1.01)*WXX1
138 CONTINaUE-

IF(XHH-1*E-15) 557.557.556
5568 I X C- 1 *E -3 0 1 5flL5i 5___-
D55? X=fX+l*)i2a

GO TO 560
1,558 AzX/2*

GO TO 560
D5s'q XKC
560 INDEXul - __---

IF(11-N 516#516*522
S22 NCT=O- -- - -- -

D HX=X
IF(X-1.E-30)3O5O1J

0551 XHH=0.
0 X~-H~z.-X _________-

IF(X.*-1.E-15) 5539553#552
0550 X=.01

GO TO 552
-D553 X=.99 --

552 IFiPA-PP) 5359536.537
-0535-- DEL1w-Xk.

GO TO 538
053? DEL=X .-- --- --

GO T0 539
538 IF(NCT-12) 54O,54O#54f.----------

D540 ABDP=ABSFCPA-PP)
D ASDP= ABDP/P-P_____

IFIABOP-1.E-8) 536.536.541
0541 DEL=DEL/109- -

NCTzNCT+i
IF fABSF(D'ELL-1.E-14). 5369-536#354Z

0542 XzIIX+DEL
0 HX--X -__

IF(X-1.J 562.561.561
0561 X=I.
562 CONTINUE

INDEX=2
GO TO 527

533 IF(PA-PP) 542.536.539 ______ - -

539 IFINCT-12) 543,543.546
D543 AODP=ABSF(PA-PP)

D ABD00 zABOP/PP
IFIABDP-1.E-8) 536953-6*54Ak-----

D544 DEL=DEL/10.
-NCT=NCTi1_________________

IF(A8SFtDEL)-1.E-1'.) 536.536.545
2'545 X=HX-DEL
o HX=X

IF(X5- 63 *-63 *-564 -- - - - - -- - - - -
D563 X=0.
~564 --CON T LJNUE - ---- -- _______

INDEX. 3
60- 0 TO 5 27 - -- - - - - - - - - - - - -- - - - - - - - -

534 IF(PA-PP) 538,536,545

----------- -------------------------------------------------



I

D536 AX=X
GO TO 600

0546 Ax~XPRINT 524.K12,Kt5

524 FORMAT113HO IN ELEMENT 14*I4.61H FULL CONVE'UG,:4CE WAS NOT ATTAINED
l. MAY BE SOMEWHAT UNPRECISE•).

GO TO 600
599 PRINT 598*KI2.(15 . .
598 FORMATI2OHO ARGUMENT NEGATIVE 14,141

AX-0.
$0 TO 53

600 CONT INUE
D YXr=AX
D AfH=M:.-YXai

IF(AHH-I ,,E-30) 14•1,k13
14 XH(KA) 2,*9999999_9Et3q____

GO TO 57
o 13 XDDtitYXD* SbD) /;AAD* 8 YJ0L.

XH{ KA )=XDD
GO TO 57

1999 CONTINUE
52 PRIT 51XKLK-v . __ _

51 FORMAT(26HO ARGUMENT NOT ADMISSIBLE 4,I,4)
53 XH(KA)xv-0., ,---

57 CONT!NUE
RETURN _
END
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SUBROUTINE hCTX(TE#AE*CEvPEORE)
COMM4ON NRA.NC2A.NiR8NCB.NRCNCCM4RDMCD

DO 8 9 K 15 a1 a NCA
DO 89 K12aloNRA

D FIRESnO#

D YPDOrO.

D AA{D'O.

D x~o.
FLAlv'=CE ( ,A) _ _ _ _ _ _ _

D F LAM ýF LAý4 12
XXD= TE(KA)
AA0=AElý'KA)

!F(AADn8.0.1)-

11i IF(FLA'4i 80912#12
D 12 YxDz ( xXD* *2 )iAADl-
O 81=AAD/2.
D X=YXO/tI.+YXDj) ------ -----

IF(FLA&4-15*) 4629462,463
D 462 AIA'±O.

INDE=5
9 ~~~~GO TO 4813_______ _____

D 4.64 Al=.S

GO TO 485
463 LAMzFLAM -"-

D XLAM=LAP4
D A IA=.LAM- 1

GO TO 488
487 A1AzXLAM

GO T0 486
-D0 489 AlAzXLAM-*S,-~- - - - -- -

I NDE 3
GO TO 488 - ----------

D 499 A1AzXLAM+.S
INDE=4
GO TO 486

0 -488 Al:AIA*+._____- ___

GO T0 485
o 486 Al =AiA-lb.. .-.- - - - - -

o 485 AlAzAl
D AA1zAIA-.5-i----------------------
D P~m .

D RESULT=Oo
SENSE LIGHT a

D402 Ct-BETA-ZLO(iGp44A1+fl)-ZLOGGM(A13-ZLOGGiM(~1)

------ -----



1AFCL8ETA480*) 4069406,407
D 406 CBETA'A0.

GO TO 408

41.1 !F(B1-le) 408,412#408
D 41? C5ETAwEXPFfCL8ETA?

408 l*F(X) 80.323s5
5 !F fX-I*E- 1411 323. v3239.1

D 7 XMH=0.
X rzI " -X-__- - __

IFIX#HN-1.&-14) 326#326*0
a IFIASSF(Al-1-I -43-3s433*434 -

433 1~AS i1E '43'5t4352436
D 435 P~x - - - - - -

GO TO 87
D-416 C z~*LOGFL~lh-XI - ____ ___ ___

iF(CI+&5.&l 42294229437
D 437 cZESULT~1.-EXPFfCC)

GO TO 429
434 IF(ABSF(6l-l.)-i.E-8) 434P4-38%439

D 438 CI=AI*LOGFiX)
IFC+5)4Z19421,440~ ._____

.~440 RESULT=EXPF(C1)
GO TO 429-

439 IF(A1-1O0O.P 4169416v417
417 XX=2.eAlil.-X.'/X-

DF=2. *Bl
PRINTl 1995tKi2,%j~l5

1995 FORMAT(29H0 CHIX APPROXIMATION USED IN4 219)
CALL Clil')uXX.DF*PRO*OR,Kl2*.K15)

O RESULT=6..->RO
-- IFtRESUJLT-*99999999) 429,4Z.0*420

D420 RESU:ýTzl.
~~GO TO 429 _

416 IF(BI-1000.1 418v419*419

DF=2. *Al
-- PRINT 1994#K12*K15

1994 FORMAT(29H-O CHIX APPROXIMATION uSED IN 219)
CALL CH!9(XX9DF*PROOR.kK.12*I&15.) -

D RESULT=PRO
-. IF RESJL T-,699999999) 429.*420..420

418 CONTINUE
IF( Al-I a 457*4571,45&.

457 IF181-I.) 459#456,458
458 CONTINUE -- ___ __ - _____

IF(X-&50) 472.473.473
D 473 YzAI ----
D Ai1-81
D 812Y
D Xu1.-X
- --- SENSE LIGHT 3 ---- __

472 CONTINUE
IFIAl-1. 452.453*.4-3. --- --- ---

3 452 AluAl+l.
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SENSE LIGHT I
45S3 CONiTINUE

o FMOOrFN*X
O FOSLOGF(K)/5. -

o FO=ExPC1FO)

IPIXX-F¼40,2.) 425,441,p441
O 425 X~tFN-XX -- - -- - - --

442 S;ENSE LIGjmT_2 ---- -

447 CONTINUE

o XXh-II

o SS=SS*AA

o Aimli
D -. Djzt1AI * IFN+AII IJ Xt-at-t [X*LXt2alAl I I
o 0EP01Dl*AA
IN C 1 (FN-AI XA)*A XJ+AIIJ JU+ a V(XXI4C*AtJ1I
D1 CC=CI*AA
D SSzCC/(/fi.4/flr'-5SII ----

jFj 31-1) 109#109#108
f0e S_109-S _____

o C1zZLOGGmtFN+1. )-ZLOGGM(XX+2.I-ZLOCGMf FN-AXA~IX+1. JtoLOGF(X3*(FN-
1XXi. ) *LOG6FI(1*-X)-

o SSUM4EL0GF(SS)
o SSUWMIzSMC x -.~l-------

IF(SSUMi.8*80) 423,423,110
D 423 RESULTz=O. e__

GO TO 421
D 110 SUMZEXPF(SSUM1)
0 REStJLTt5UM

GO TO 421
o 323 RESULT=O.
o P=RESULT...........__ ---- ----------

GO TO 482
D 326 RESULT=1..o
o P=RESULT
o ORD=O.

GO TO 482
421 1Ff SENSE LI G HT -21, 4 2 6.4L__

o 426 Xz1.-X
D XX=FN-XX -

o T1=ZLOGGM(FN*1.h-ZLQGGMIKXtX.IoZLOGGmIFNAXx.1.)tAALOGFIX?*fFN-XX)
1*LOGF(1.-X)-------------
IF4(T1+45.) 46094609461

0 -460 REUL = 1- -RESUL

GO TO 428
0 461 RESULT:1.a-RESULT.-EXPFATIL_

428 IF(ISENSE LIlGHTi ) 454,429
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n S

o I= 4LOGOGM AIA*1M8I.PZLOOG4t A IIP-I OG6M~iMBt+(1A I tOFA#(r.
1Ft1.-X)-LOGFIAl.6I-1.*)

o A12Ab-i. .e

IF(CCI445.i 429.429*456
V 456 RESULTZRESULT+EXPF4CL)

GO TO 429
459 1 F(A 1-31)1 466.466.467-

o 466 YsAI4

SENSE LIGHT 1
467 I F1X-.*851 '68.469,A69

o 469 YtAl
D A1=Rl _____

o 81=V
D x*=1.-x -

IF4SENSF LIGHT 11 468.410
470 SENSE LIGHT I
468 CONTINUE

D Zzl. .____

D C2=All.1
DŽ30 SU'4G=0. 6 n) SUMGzCLBETAtA1*LOGFlX)- OiflAf

IFISuMGtSO.) 295.295w240 -

O 2?40 RESULT=ARE SUL T+E XPF (SUMG)
O 245 C16t1.-81 .- ___- . . -

o StJ4HsO.
o StJMHzCLBETA+LOGF(C616)+CZ*.LQGFIXi-LOGFICZI
25) iF(SUMd.i45.3 295v.2959260

3 260 RESULTrzPESULTtEXPF(SUMK~L . -

O C17=A1+Z
D. C1B=Z+1.-81____l
D C19=A1+Z+1.
D CZ=zZ+1.-- ---
D SUMH=SUMH*L0GF4 X)*LOGFIC1TI4LOGFICI8)-LOGF(C19)-LOGFIC2OI
D 22141. -----

GO TO 250
295 CONTINUE __ ____-

IF(SENSE LIGHT 1) 4719429
O 471 YzAI --------

o A1081
D Bh=Y .--

o x=1.-X
D_ RESULT =1.* RESULJ. I --. .--..

429 CONTINUE
I FtSENSE LIGHT. 3JJtfl.

O 474 VeAl
D0- AhxBl -.-- ~--------------
o slay
D_--- *1.---* ______ -__

o RESULT:r1.-RE SUL T
475 CONTINMUE - -- ý- - - - - - - - -

o RCONS1.-RESULT
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1F(RCOM-1.E-12; 422.422#427
D 42Ž RESULTZI.
D '47 P -RE StM,,T

87 CONTINUE
o ORDIZCLBETA$(A1.5)*LOGF(114181+.5I#LOGFIlr"X1.,5*LOVGFIAAO3

IF(ORDI.45.P)i0dftt
O 101 ORaO*O

GO TO 482 .

102 IFUO(R0 1-80,) 415, 103.103
o 103 OR02.99999999EJ..___

GO TO 482
D 415 CIROsEEPFUORDLI ---------

482 I'F(FLAN-1.E-7I 443.443,444
443 PE4KAI=P

OREtIKA?*0~RD
-~~ - GO 10 89 ___ ___.- ____

44CF LAMa 1000.
!FIFL&M-CFLAM) 483.448,448

448 PRINT 449PKIZ.K1S
4.49 FORMATL65riC NORJMALAPPAPA0ZIMAiTION WAS USED) FOR PQISSON PART OF NONC

IENTRAL F 2193
AA=iAAI/F LAM-)**.13I13~±AtSI&
BBzAA/SQRTF(2./(9.tFLAMI)
CALL_ NORM9(BBiCr~vPPU-------

O 483 C1:-AAI*LOGF(FLAM)eZLOGGMIAAIt1I*)FLAM
IFCCI+i45.) 45Os45fýýlsL .

)450 PPfl.
GO TO 401

T41PP=EXPF(C1I
401 CONTINUE

_D POSU'haPOSUMtPP
D SUBRES=PPP-___ ...-.- _

D3 SU6Ot)RD=fPPORD
FIORDSFIORO+Sui3ORD

Sý FIRESzFZRES*SUBRES
GO Tot1494,491,494,496*4Jb.&tbfiANOiE

476 IFiPP-1.E-121 484,484,488

497 IFIAIA-1.9) 484.4849498
498 IF{PP-I.E-12) 484,484.4&i6
496 IF(AIA-i.4) 464,484.498
484 GO TOC 487,490.499t4.".9lAOt&91J ltI4DE

D 490 FRESIsFIRES
D3 FORDisF lORD -- -- -__ .____

O FPOSMzPOsum
o FIRESzO.
D FIORO=0.
D POSUMD.6 -----

GO TO(487,489,499.491.464,491).INDE
.491--IF(XXD) 492,493,.421___

o 492 FRES2(1l.-FPoSM+FRES1-rIRES)/z.
D - FORjDaFI ORO-FORDt-L-----------------.-.

GO TO 481
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491 1Ff ABSCXKO)-1.E-1l2I 40334039404
O4O131 FRESz(i.-FPOSWIZ.

0 ORD! =ZLOCGGMf(B1..5).-ZLOGGM( S5)-ZLOGtC~r(B1)-FLAM-.5*LO(JF (AAO)
IF(0RDI~t45.1 4O5.*4CS&t4.95__ - -

o 405 FORD=0.
GO rO 481

o 495 FORc~sEKPFfORD1I
GO to 481-

D 404 FRE~sCI.eFPOSM+FRESltFIRESI/Z.
D FORO= F IO0RDt$2R&0L.____ __-

481 CONTINU)E
-IF(FRES) ------i~b

o 115 FRES-0 6
-116 CONTINUE

PE (KA I sRES
ifIFFORD-*.999999959"LfL~jlA, s12&.%

19 OREIKAls.99999999E30
GO TO 69- -

18 OREtKAh=FORO
GO 0TO089-------------

80 PRINT 31.KIZ.K1S
81 F ORMAT t2 6n0AAM&STA.X&1CL

OE (KM t-0.
0Rt(KA)--0. --

89 CONTINUE
- - RETURN-. -

IEND
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SUBR~)uTINE NCTP(PoAOCQ*XQ)

COMMON NRA,NCANRBNCBNRCNCCNR0,N4CD

D0 57 K12-IoNRA
KA= (K 515-flNRR*12. - --

D PPD-0.
D AA0=O.

D YXDa;O.
D xzo. .- _ _ _ _ _ _ _

D xCaO.
D X0OD . -- - -- - -
0 FLAM=0.-

PPD=PG(KA)
AAD=AO( KA)

-.FLAM=CQtKA., _ _ _ _ _ _ _ _ _ _ __- ---- ----

1) FLAMZFLAM/2.
- . IF (AAD) 52,52.-12.
12 IF(PPDH 52*15o16

15 X ( KA) =- -99999-999E1OC
GO TO 57

16 IF(PPD-I&J1&ILS.~__
0 18 PPM=0.
D PPH=,1.-PPO D

1 Ft PH-*E-30) 14914919
19 IFtdPD-1.E--3O 50 5..L.---- --

D 17 81=AAD/2.

P U:=O.
IF(FLA-M-IoE-6) 12&.1Z6-&.-1Ž7- - -

127 IF(FLAM~-10Q00. 128*1299129
o 129 PUzO.--------------

GO TO 137
D 126 PU=.5 -. _ _ _ _ _ _ __ _ _ _ _

GO TO 137

128 LAM=FLAM .- - - -. --

D XFLAM=LAM
D AA1=XFLAM*.5
o 132 C1'.AA1*LOGFtFLAMt-ZLOGGM{AA1+1.)-FLAM

V.ýCl+30. ) 130.13O013U1 --- --------- -- -- .
o 131 PU=PU+EXPF(Cl)
D AA1-=AA1-e-.

GO TO 132
D 130 AAIIX-LAM-.5

135 IF(AAI) 1339,133,134
.0-.134 C1=AA1*LOGFtFLAPJ-i-7kCOCa'MLAA1+1.I-FLAM

IF(C1+30.) 1339 1339136
D 136 P:UEP(1.~ ---

O AA1=AAI-lo
GO TO 135 -. - - - - - -

D 133 Pu=.5-Pu/2.
-0-.137 CU~S~PPJ~~

IF CPU-*05) 1239 123,124
o 123 XzCPU ---- ----------. . -.

GO TO 125
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124 ~FtPP.*Q1II 138v 138* 139
llq ~ftPPq99J 14O*i38#133

9 139 x71.-Pp
GO TO 12!5.

0 143 X=PD
I ?5 CONTiNUJE

!F(X-1.E-30) $14.514,515
o514 X t.EI-,

GO TO 5)54

554 M=30
I 1=3

516 1 1It;'1*1
1.527 RESULTaCO.
D - _ _ __ __

Z" POiSIImto.
D FIORDxO. . ..-

D FIREFSsO0.
IJýF(LAM- 15.~ 462 2462.v463. .

O 462 AIA=0.
INDE=5 - -_ _ _ _ -_ _ --- __

GO TO 448
D2464 AhI.i -

GO TO 485
461 LAM=FLAM
2 XLAMZLAt4-M ___-

G0 TD 488
o 487 AIArzLAM

* GO TO 486 ..-

D 489 Al1*XLAM- .5
INOE=3
GO TO 488

9 499 AIA=XLAM4.5

GO TO 4866
O 488 A1=AIAtj.

GO TO 485
o 486 AIzA1A-1.
O 485 A1A=A1
o AAIzA1A-.5
o PLOG.

D R ESulL T =0

sENSE LTUýHT 0
0402 CL8E TAxZ LO3GM IA1I4+ B1)-Z-..OGGM([A3I2-LOGGMt(81I -

IF(CLBETAtSO.) 406.406.407
D o 40&,.CBLTAsO. _ _ ____

G~O TO 408
%LuJ iFi~1 -. 1± 4 ,4 2 41 ---

'iij IVI8i-1.) 408.412.408



£'412 C8ETA=EXPF(CLBETA)
4fl8 IF(x SZ152,323.5 - ----
,5 !Ftx-I.r-14! 323#32307

07 XHN~0. ______

-- 0 XHMI1.-X
!F(YMH-1.E-14) 326t 26.8

8 IFiARSFtA1-!W-1.E-bt 433.433.434
433 IFC A5SFibS11 ý?.E-.$) 43!5*4-35#4-3

D 435 PzX
GO 0TC 8 7 _____-_____

D0436 Ch18l*#LOGF941.-X)
IFtCI.-45.i 422,422,437 -

0 437 RESULTzl.-EXPF4CI)
GO TO 429 ---

4;4 FAS iI.-.-)438.43P.439
-t-Z-38 C 1=A I*LOGFDLXI- -- -- __

IFICI.45.1 423.423,440
D 440 RESUL"TZEXPf (CI)

GO TO 429
439 IFfAI-IOOO.i 416,416,417,

417 XX=2.*A1*(1.-X)/X
DFn2.*SI*B___
PRINT 1'995,c12.r

* 1995 FORMAT(29ti0 CHIA~ (MATION U-sED 1tc219)
CALL CH!9(XX.DF~i- .KI2.K515

o RESULTzI.-PRO
IH(RESUL T-.9999999t) 429.420#420

- 0420 RESULTz1. _____

G0 TO 429
416 IFl8l-IOOO.) 4189419s419 -
419 XXr2.*8ItX/(l.-X)

DF=2.#AI
PRINT 1994*K1Z*K15

__-1994 FORMAT(2980 CMIX APPROXIMATION EOAIIDLb21tL
CALL CH19(XX#DFPROORK12,K15)

-0 RESULT:XPRO
IF(RESULT-.99999999% 429*420*420

418 CONT INUE ----
IF (Al-lo. 4579457*458

457 IF( 51-1 *1 459s4518.458 _ ___

458 CONTINUE
IFix-,5O) 472.473,473 -----

D 473 VzAI
D A1=81
D S1ay
D-.. X11.-X -- I__-.-__---

SENSE LIGHT 3
472 CONTINUE - ------

IF( Al-I. 4 52.4539453
D 452 AI=AI.Z'. - -- -- - - - -
OD 1S11

-SE NSE L I ChLT-4--J-.-___-- _ _ __

453 CONTINUE
7011uSD- -- -- --

o FIN4aAX I I:

-- --- - -- - -



O XXt AI-1
D C MOD= CN*qX
o Fo3Z~3GF(X)/5,
D FO=EXPFcfo;
D FMO=FMOD'FO)

n 4PS XXrFN-XX
0 %c .-r --- - - - -

442 SENSE LIGHT 2
447 CONTIhuE ______ - __ -

o AA-%X/ (I*--X I

D 552 (IFN-Xx1-xx)*(xX+XXIlý/(tXX+ZS*XXI.?**(XX+2.*XXlHI
o SSzSS*AA

108 J11=11-1
o Al r I-- _ __ __ _

0 D1V(AI*(FP4+AIJJ/((XX+2.*AI+1l')(XX+Z.AI))
D DD2DIEAA
D C1z (FN-AIXXI'IXX*AI 1)11(XXtZ.*A11.)*tXX42*.Al)
D CC=CIEAA
o SStCC/(1.+DO/(1.-SS))

I Fi 1- I ) 1O 9 IF taP-xzth- - __ __ ----

O 109 SS21./Li.*-SS)

o SSUM=LOGFISS) ------

JF(SSUlM1+8O-) 421,4231.10
D 423 REStJLT0.*

GO IT" 421.- - - -- - - -

O 113 S;Um=EXPF(SSUM1)
O RESUJLTX$UM -----

GO 10 421

o 323 RESuLT-O0#_ -

0 PZgRESLJLT
GO TO 482 - - - - - - - - -

o 326 RESULT=1.
D P=RESULT----------
0 0Rz0*3

GO TO 482 _ _

421 IFiSENSE L;GHT 2) 426.428
D 426 XaI..A
o XXzFN-XX
D Tl:ZLOGGM(FN*1s)-rZLOGGMIXX*1t)--L0GGM(FN-XX+l.)tXAA~OGF(X)t4F?

IELOGEI 1.-XJ
IF(Tlt45.) 460.4A0.461----

o 463 RESULT =1 .-RESULT
GO TO 428 -------- -- -- --

o 461 RESULTZ2.-RESULT-EEPFIT1I
428 IFISENSE LIGMTI) 4549429 --------.

o 454 0181+1-1
C Cs ZI-OGGML(A 1-t&U-" fCCMAI.in ot a6Itt±IA-l1 .1*LO0CAF I A±IB+th1 r-1
IFIL.-Xl-L04$F(A1+B1-1.)

D__ A1I vA 1 -I ------ -------

IPHC1.45.) 4299,429,456

112



D 456 RESUILT,,RE SUL T+EXPF(C II
10 W 429

459 IFtAI-BIl 466.4466.467
D 466 VitAl----
D AlsxBI
o 81EV .

D X,&!.-X
SENSE LIGHT I - -- -

467 IF(X-.8S1 468s469#469
D 469 VZAj -

D Al-BI
o 41=v

-- D XZl.-X
IFtSEMNSE i!GNT 1) A-------------

470 SENSE LIC-HI 1
___ 468 CONTINUE-

OD =1
o C2=AI4'1.
0230 SUMGzO.
0 .SUMGSCLBETA*A1*LOGF(X)z)-LDGEF(AlL)-... --

IF(SUMG.80.) 295.295.240
D -240 RESULT =RE SULT.EX-Pf4SUi
0 245 C16z 1.-Bi
D sumrnao. ------- - -- -- . - - -

D SUMHitCLSETA+LOGFtC16)+C2*LCr3FIX1-LOGFHC2)
250 lF(SUMH.4%1) 295.2959264-0-

O 260 RESULTzRESULT+EXPFISUMHI
- .------ CII=AltZ

OD 1~~.8
o CI19=AI*+L1. -----
D CZ20zl+i1.
0 SUM tS UMMr+LOGFf IX)+L&GF-L-C-7 1tGGF-tt18 J -LOGF(CI 9) -L0GF(C20I
ODt~i

GO To0250 _ ___

295s CON, INAE
IFISENSE LIGHT 1L4la21

D 471 VitAt
D A1i I- - -. zb

o l ,
0 xal.-x -- _ _ _ _ _ _ _ - _ _ _ _ ------ -_ _

o RESULTx1.-tRESULT
-- 429 CONTINUE. .- - - - -

IFISENSE LIGHT 31 474.475
o 474 VtA1 -------- ------ -

D Al:81
o B1=v- _ _ _ _ __ _ _ _ _ __ _ _ _ _ _

D . 0o-
D R E S )L T=aI&R ESUtT ---------- --------------

475 CONTINUE
o RLOMrI.-.RESULT - - ----..--------

IF(RCOM--l.E-121 422.4229427
-- -0-422 RESULTEX. -_ ___

o 427 PZRESULT

D 7 COMTINuE

D ORDRCLOTA+(l-lolLOG~x)+(13 9*OG(*X-LG(,



!FIOROI+45.) 101#101.102
O 101 ORD-O.

GO TO 482
102 IlýtOROI-8O.) 415.103.103 ________

O 101 Or !I'.499 999 999E3 0
GO YO 432

o 415 ORCWEEPF(IORD]I)
482 IFtFLAM-1.t-?) 443.443.444 ----

o 441 PAtP
GO TO 89

44.4 CFLA$4=1o0O.
1ItFLAM-CFLAM) 483,448.448

448 PRINT 449.K12.KIS
449 FORMATf65H0 NORMAL APPROXIMATIOMMA.S VSEO FOR POISSON.PART OF Ni

1ENTRAL T 2191
AAtfAA1/FLAM,*!dfl-133ifl33 -A-2* Ž2±*L M zFLAI.
BB=AA/SORTF(2./t9**FLAm)I
CALL NORM9IBB.CC,%PPIL1_... _--------------

GO TO 401.- - - - -

o 483 C1I=AAI*LOGF(FLAM)-ZLOGGMIAAI+1.h4FLAM
- IF(CI+.45.14Ox¶Ot) ____-

o 450 PPOzO.
GO TO 401 --...-

o 45i PPOSEXPFLCL1
401 CONTINUE -

D POSUMvpOSUM+PPO
_D SU3RESZPOPPO _______

O SLJ3ORDzPPO#ORO
D FI0RC'wFIORDtSUBORD -

D FIRE-StFIRES*SUBRES
-- GO TO(494.497.494.496.476.41i6JJRDE
476 IF4PPO-1.E-12) 484.484.488
494 fFc 0P0-1.E--5) 484.4849488 ____ __ __-

4*97 IFAIAA-1.92 484*4849498
498 IFIPPO-1.E-121 484,484%486
496 JFgA1A-1.42 484.484,498
484 GO TO(487.490,499ta491.p490.4fl)AAKDL.E---

o 490 FRES1?FIRES
D _FORDl.FIORD.- -___ ___ -

D FPOSMzPOSUM
D - __CPP=l I .- FP0SI'i/2.----
0 FIRES=O.
o FIORD=O. - .- - - - --

o POSLJMnO.
GO T0(481,489.499aA2I-S.94kkLk~t-tirADfi--.-.

491 IFIPP-CPP) 492.493#493
oD 492 FRESsI1I.-.FPOGSI+FR&SIJ-YFLRESAJLs ---. -

D FORO-FIORD-FOROI

GO TO 481
o 493 DCPP-A8S~F4P-a-CP-R-J_ _

1F(DCOP-1.E-8) 403v403.404
403 XO(I KAjSs" ----------- ------ ---

GO TO S7
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0134 FN R1.-F4PO0SM. FRE S14 F IRE S/2.

481 CONT.NJE __-

D ORD=>-ORO
84 CON T INt I

0 AL-Pý-A=1
lF~~-CP)565,566*566

5&6 1tF¾ 5n&-C PP1 5 67.v567 v56&---___
D 567 0At-(Pf
D XZI.

GO TO 568
565 !F(?A-CPP) 568.567.567
568 CONTI iNUE

IFt11-i) 547'9547#54&-- _____~.

547 INDEXtI
'548 G0 TO(532,533.534).INDEX
S 1?1 IFIORD) 5Ž2.'5Ž22579

5?)9 60 TOI>( 69 95 70). 1NNE
D 569 XC=X-tPA-PP)/CALPHA*ORDI

GO T0 571 ___ _ _ _- -

3570 XC=X-(PA-PP)/(ALPHA*ORDI
-571 CONTi1NUE

D DEL=O.
O ABDPzA3SI (PA-PP)-
0 ABDP=:AsOP/PP

D518 AX=XC
Go To 60C

0 XHtrizi.-XC
IFlX"-i--.E-30) 557,557,556

556 IF(XC-1.L---30h-558,5583559 __

0557 x~cx+1n/12.
CO 10' 560 - - -

0558 XrX/2.
GO TO 560

0559; X~XC

5160 INDEXal _

IF(I1-N) 516*516.522
5?? NCT=O

IF(XJ 121.121.122
O121l X=HX

o 122 *IX=X

IF(X-1 .E7-30) S~S&5 __ -

D551 Xt-4H4O.
D xrIH=l.-x.

1P~4H-.E-0)553.553.552
D05!0 X=.O1

GO TO '512
0553 xn.99 - --.- _ _ _ _ _ _ _ _ _ _ _ _

552 GO TO!'ý72,573IINNE
572 1 F PA-'PP 53 7, 5369535-----------------
573 IF(PA-~Pi 535,536.537
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r)Al Ir(ICT-12, 540#540,546
D 54~ Z) ',k 4) -1ýA -4S ( PA-PP~

D541 D"E L0E-L DL1O
%4C T%Cr4 T. I_

IFI3SFDE,~-IE-i S 56*536*S42
D54 I X -X +DEL

562 CON 7 1N, iE_
INOEX- z2
GO TO 527

ry33 GO TO(574#575)91NNE
tý "4 IFODA-~P 539,536,542
s75 IFtPA-PP) 542*536*539

539 IFv'i,(T-12) 5439543s546______
D541 A6)=iFP-P
D ABD'AýýC)P/PP -

1FIASOP-1 .E-82 536v536#544
1'5 44 DEL=DEL/10.

NC T=NCT+ 1
IFIABSF(OELA-1.L-14i -5316.5369545

D545 x=,'-x-DEL
o 4X

I F X) S6 3,p56 3,564
D561 X=0-

564 (C O I NUE

GO TO 5?7
SA4 GO TO(5 7 6*577)#INNE
S76 IF(PA-PP) 545#536#538
577 IF(PA-PP) 538t536.545

)i46 AX=X
GO TO 6300

D546 AzX
PRINT 524PK12,K!5

521' FORMAT313H-O IN ELEMENT 14914#61H FULL CONV&kGENCE wAS NOT ATTAJ
1 . MAY BE SOMEWH-AT UN"REC. SE-L

600 CONTINUE
0 YX0=AX
D AHH=I.-YXtD

IF(AHH-IN.E-10) 14,14*13.

14 lF(DP-CPP) 20921921
20 XG(KAJ=-.9999~9999E3O

GO TO 57
-.2j-X(KA).99999999E930---.--

Go TO 57

D 13 XDD=AAD*n'xD/(1.-YX0) 3
D EODUSCRTFIXDD)
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~FiPCP 1L.22.22

11 Xý;i <A) =XKý,
GO 7, 37

?72 X,)<AJ=xO D

52 P INT 51*K12.K,15
51 FORMAT(26H3 ARGUMENT ONT ADMISSIBLE 14.14)

53 X 0 ( KA 0 - ------
57 CONTINuE

RLTURN ___

END

07
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SUtBkOUTA NE CH19(X2*GaP,0RdoK'A2*Kl5)
DIMENS ION GIU .XZCI) .P( 1)*0R[t(l
K Ax

X~f.

C, 2,

"o2 :r X 1 199 90 9O. - ____

171 P(A )zo.
i F f I -2-Ž.! 164.165.166

164 3RD i(A) z.#99999999E 30O

GO TI 200
165 ORD ( A=I.

GO To 200
101 IFG-30)168#1709170

168 IFIX-2000.) 167,169#169
169 P(KAz1!.

30 TO 200-
170 YL-LOGFEX/GV/13.

YI=EXPFIYI).

V3ý;S0RTF(2./i9&:!-C2I±.l______

CALL NORM9(XX.PCKA) .ORD(KAlLL
GO TO 200

16' IF(G2-4*) 1359135.136
136 GLI=G2/2.+5.E-8

K=XINTFIG11ll)__
o rMETA=0.

THETA=G2/2.-FLOATF(K1
IF( THETA-i.E-'1 145.145.146

145 TI-ETA=O.
146 CONTINUE

o A=1HE T A* LGF LX1I-xI2-t1. I+ THLTk1I *LO~fiE2-.rZLOGGMtI1.tTHE A I
o A3uA

IFCA.80.) 103,103s-102
010? A>=EXPF!AI
r) T3=A2 --

O ORD2:AZ
o) T2:0-. __ _ ___

1Ff THETA) 130.130,131
3130 A3:A3-LOGFEX;

GO TO 132
0131 -A>A3+LOGF(2.l+LOGF(TMETAI-LO&FtxI
132 IFCA3+80.) 109.1099108
1O8-~~IFLA3-80 .) I 62s1213.~__
163 OROI:a.,999991ý-9E 30

GO TO 10' - - - -
0162 AZ2EXPF(A3J



GO ;0 104

GO TO 104__
D103 T3 0 .
D OR 202~ .-- - - --
D ORD I =0.
D T2=0.
104 'I1

A=O AX I THETA I*0GF[(X/2.-L&3A- 2.-J. M(Xl.ITt.ETA)
IFiA.+80.) 10791079106

D136 Aý'-%XPF(AI ..

1) Rr)i3A2
O T2zT2-&A2 . _ _ _ .- .~ . .

110 GO TO 105 ~..
Ill IFITHETA) 138*138#139
139 IF(X-5.) 148,v148,v149..... -

148 1=1
D T11=1.. _____ _

Nw0
D A=LOGFiX/2. )+LOGF(I-.+IoTJ-tiT-A-l'±L...ThE-TAU -

IF(A+80.) 1.13.113#112
D112 Ti =Tl1-E2XPF(A) - -

113 Jz-1
1.14 1 =~ I + .1

D x I -

D A3=C1..+THETAI/(XI+THETA41*)
IFtA3-I.E-8) 143*.1J43P147 .

0147 A=XI*LOGF(X/2. '-ZLOGGMI XI1.)4.LOCGF(A3)

D141 71
GoO TO 119 . .

D144 '113=EXPF(A)
C=FLOATFCJ) ---
TI2zSIGNFiTI3*CI

1115 IF(N-50) 11691171,117
11.6 GO TO 114
117 PRINT 1l8*K1S.K12
!18 FORMAT(13HO IN ELEMENT 14914#61H FULL CONVERGENCE WAS NOT ATTAINED

1, MAY BE SOMEWH-AT UNP`RLEC-1SLL ---1_
11.9 IF(T11) 1331,133#134
131 GO TO 12i1

D134 A=(1.+T.ETAý*LOGF(X/2.)+LOGFITii)-ZLOGGM(2.+TH-ETA)
1F fA-80.~ ) 2191210120.......

D120 TI=EXF(A

GO TO 122
D138 A-X / 2
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I F 50151

1¼ 11 N ) 153. 154. 15,4
c154 B= 1 .0128e>ý #-THETA/ 156.-H/312.

1FJ :5 8.1560

A--X/12. THETA+t.)*LOQL*/-X2fA)Lt00E-fi1-tO--,F(52. )-I-LOLGMI(TFETA+1I.l

06 1 C-LiXPF(f A)

D160 Auy '-THýETA.I.)*LOGF4X`/2.)#L0GF(8B)-LOGF(52. )-ZLOGGMCTHETAt1.i
IH +80 3155,155o.456

0156 C=L.XPF(Al
S15 7 ½4?2+C

o T 1 w1,-LD -
422 1FIC-2-2.j 123,124,124

0 12 3 RE SUL Tý2 .*T'3+rl __

GO T 0 1956
124 IF(G-2-4.j 125.1269126

0125 RESUT-zT1 -

GO TO 196 .. ____

0126 RESuL7U1l-2.*T2
0R0r),KA)=0RD3

196 IF (RE5'.U1 194. 194. 195
194 P(KA)sO.

GO TO 200
195 PfKA)=RESULV_. ---- -- _-. -

GO TO 200
o 136 X-X /2.,

O G2=G212.
D OR0L-XC (G2-1. ) L0O§(- (XIZ.LOGGM(G2 I

IF(OROL+6O. ) 17291t129173
172 ORDZUCA=) 0.._,

174 P((A)sO. .

GO0 TO 200
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S.1

XVI

IF( l-i 177*1771,176

D i P Sx/S~

L'i:3¼ 4 -rROS
P (KA) PROS

GO TO 200 .__ -

199 PRINT 198*K1%tK12

198 FORMAT(2yHO ARGUMENT 1'IEQATIV1 14 14C
K1 CA) =-'0 .

ORD(KA)z-0.

200v CONTINuE
- RETURIN-

END

-----------



9. 8

Ix ,lh 5 t~xSHNEGAT1'vE OR ZERO ARGUME NT LNCchJNTiEH.EO) IN LOrGOM

D
C63 TO 99-

14*)- l./{1680.*X**P)+0.tvL0GF96.2831853Q7.17958646hL0(-OFiiENýi

0 29-)0 ZLOr-GCM2zLOGGM _ _____

201 RE TUR N
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13C - 02.

T 1 9./42 , ý.(XtI. /(XA+l4 12./XAI H I a ýlb I F(i l

I ( 110 oU J3- ' 1 0J

30 T) 1!

R16 E T " R it36~ 2E

END
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Under conltrLt AF anC~~ ~ aria pve theas.urus SYS-

temn for irnormatuion retrieval is being developed (I), The basic

idea of the system is to:

1. Index documents by a jirnple auto-index-ng procedure.

2. Aesent to a querist, using a , chine system, a lst

of "synonymous" cross-references to use in formulating

a retrieval question.

3. Use the cumulated experience of the querists to help create

these lists of cross-references.

This systern is intended as one pozsible approach to the

problem of indexing and retrieving documents. There are, of

course, many other approaches. At the present state of our knowl-

edge, however, criteria for choosing between them are atill unform-

ulated.

Not only are criteria for choosing a solution to the problem

unformulated, the nature of the problem itself is in may cases not

clearly understood. This paper. therefore, first attempts to des-

cribe the indexing problem in some detail. It then discusses,

broadly, possible kinds of solutions to the problem. Considerable

research is needed before it will be posaltle for an information
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11Se rquel to thia paper (Costs .. nd4tr disk.:.Ases the

system designtr's decisions in greater detail and outlines osone

experiments needed before he can be helped to specefy a buttable

indexing systeir for a given application. The adaptive thetaurus

system being developed under this contract is a potenriai tool for

aom.e of this needed experimentation.

U. General Description of the Information Retrieval Process

The information retrieval process, in general, is a com-

munication process which works as follows: there is a set, De of

documents or of items af information of some kind. These doc-

umrents are to be labelled (indexed) by an indexer or librarian (or

possibly by a machine) by selection of one or more symbols or

terms from an indexing code, C. These terms are usually some

subset of English--e. g., the subject headings of a card catalog.

The code is not intended to represent all the "information" in the

document, but to serve as a zeduced representation of it--a tag,

or name. These tags are then stored for an indefinite period of

time (as in a card catalog, or in a computer). At some future

time, a querist (e.g.. library user) interrogates the system, form-

ulating a search question by selection of a term or terms* irom

*For details of techniques for combining words in a query (query
"Itgrammar"), see (Z), 128



Lhig acme ~ n r. d" -n 6. 0uay 1t ,IW. 'tirinLuno

The Leru_,& in tht hrrhquest o> a, e then, xnAtched at_.ln16t the Let mas

,n the storage device, Locuwnents--or iiforniatijrn about nhen (titl-,

author, etc. •I- -taggeu by t~hese ternms are then obtained and examnined

by the quertst. The task of the indexer in this process i& to label

a document so that it can be ftund by A querlst without excessive

work.

11. What is the lndexcni Problem?

Why is this indexing procezs a problem?* The task of the

indexer seems straightforward enough: find out what a document

is about and selecL, from the indexing code, C, the correct label

or labels to describe the contents of 'he document. Viewed in this

way, there are two steps to the process: (1) an identification step,

in which the contents of the documr nt are determined, and (Z) a

labelling step, ia which a label is applied to the contents.

Unfortunately, although this is a common way of looking at

the process, the above discription is very misleading. The "con-

tent" of a ducument should not, as the description assumes, be con-

sidered as an entity (or even as a collection of entities). The "con-

tents" of a document are not "things" contained in the document.

*See Appendix I for a discussion of "what ia ot the indexing
problem".
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Content is no more inherent in a document than mteaning is inhnerent

in a word*. The "identification" step in the identify-and-labeol in-

dexing process cannot ther be considered as a sirmple process of

finding sonmething in a document which is there independently of

the person looking and the process used to look.

Rather than identification, then, the task of the indexer is

prediction and selection. Instead of "what is in this documnent, "

he must answer the question, "wwhat might this document be wanted

for?". One of the basic questions for research on indexing for in-

formation retrieval is: on what criteria should such prediction be

based? **

Determination of document content, then, must be user-

oriented, based on the predicted use of a document. *** Once con-

tent has been determined, however, there will still be a problem--

choosing the correct label for the contents identified.

Labelling is a problem because there is no natural one-to-

one correspondence between contents and terms. One term can

*The analogy "content is to document as meaning is to word" is
quite suggestive and points up the oversimplification in th- "iden-
tify the contents of the documents" dictum.

**A possible approach to determining these criteria is suggested
in the sequel to this paper (Z).

***Lf such prediction proves impossible, then the simplest pos-
sible indexing procedure should be used.
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have several meanings and several terms can have the same, or

nearly the sare, meaning, This fact of language can cuse faiji•,re

to retrieve desired documents and retrieval of non-desired ones.

So "choosing the correct label must involve not only an algorithm,

for choosing, but also specification of a set of labels from which

to choose. A second task for research in indexing is the specifica-

tion of such a set of labels. *

In the next paragraphs, these assertions (1) content is not

inherent in a document and (2) there is no one-to-one correspon-

dence between content and labels, are elaborated. The significance

for information retrieval of these problems is then indicated.

Content Analysis

It seems intuitively obvious that the content of a document

is not an absolute, and that for practical purposes, what-a-docu-

ment-is-about depends in part on the person reading it. There is,

however, some indirect experimental evidence to confirm this.

Experiments have been performed to determine inter-indexer con-

sistency in the assignmrkent of index terms to documents. Essen-

tially, in these experiments, the same set of documents is pre-

sented to different indexers with instructions to index them. Index

*Section IV of this paper describes some labelling systems and the
sequel to this paper discusses the costs involved in each.
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terms selected by different indexers for the same document are

then compared. These experiments show that there is considerable

lack of agreement between indexers in the tdrms chosen (fhrther-

more, the tern's chosen are not necessarily synonym#s--which

would indicate variability in the labelling process only, not in the

selection-of- contents process).

What is in a document, then, depends to some extent on the

reader. The task of the indexer, however, is not merely selection,

from a finite set of independent well-defined "topics", those that

a reader will desire. (The word "topic" is used here as a short

notation for elt-nient-of-content. It is no more precise tharn the

notion of content itself). A document is not the sum total of a

set of discrete, identifiable components. It is uot constructed of

separable, independent units as a house is constructed of bricks.

(It to constructed of words, true, but the relation between word

and "topic" is far from clear.)

To make this concrete, let us look at a few examples. Take

a document entitled, for example, "Feeding Habits of Cats in Outer

Mongolia". This document, for different users, could be about

such "topics" as "Feeding Habits of Mammals", or "The Flora

and Fauna of Outer Mongolia", or "Cats", or "Ecology", or "Asiatic
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•ats or "Preoatory Felines", or "Pets", or "Experimental Tech-

niques used to gather Data on Feeding Habits", or .. ., etc.

And just as one document can be "about" many topics (whose

relation to each other is coplex), one "topic" can be contained in

many documents. 1i a user wants information on "Feeding Habits

of Animals", this information might be found in docunents-on

"Feeding Habits of Cats", or "Cats of Outer Mongolia", cr "Dog

Diets", or . ., etc.

To summarize this section, then, documents are not divided

into distinct and identifiable "topics", or units-of-contents. For

practical purposes, what is in a document depends (partly) on who

is to read it. The problem of identifying document "contents" is

thus somewhat analogous to identifying word "meaning". Luckily,

in most information retrieval systemo, there is a "context" of po-

tential users and uses to circumscribe and orient such identification.

Labelling

Exactly analogous problems occur with the words, or terms

that are used to label topics as occurred with the topics themselves.

Given that one has a topic on which Information is desired, then

this topic can be described, or expressed, by several terms or

combinations of terms. And, on the other hand, one term can be
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used to represent many topics. In other words, just as content

is not inherent in a document, meaning* is not inherent in a term.

Furthermore, just as there is no one-to-one correspondence be-

tween topic and docurant there is no one-to-one correspondence

bewto*n topic and term.

It is well-known that language permits a variety of descrip-

tions for the same** thing or idea. As an e•a.n-ple of this, a table

could be described as "a thing with four legs and a horizontal board

across them", or "a piece of furniture uted for eaLing", or "a flat

object supported by vertical columns", etc. And just as one item

can be described in many ways, one description or label ran stand

for many different objects and kinds of objects--eating table, table

of physical contents, steel table, wooden table, etc.

Practical Sisnificance of the Content Analysis and the Labelling Problems

The practical significance of this quite well-known state of

affairs for informanion retrieval is fairly obvious. If language pro-

vides alternative ways of describing an object (document), and, if

an indexing and retrieval procedure is based on the necessity of

*By "meaning", we mean the relationship between topic and term.

**The notion of "'same", too, is somewhat fuzzy. When is one idea

"the same" as another?
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an exact match between the descriptions of the object by two dif-

ferent people (indexer and user), then we are clearly in trouble.

And id, furthermore, a term or a statement in a language can be

used to describe many different objects, the trouble is compounded.

(We are clearly impinging here on questions which the relevant

disciplines have not yet answered--how is language learned and

used--by individuals and by groups--what is a concept, how are

concepts formed, what are the functions of ambiguity--both. syn-

tactic and semantic--and of redundancy in language, etc.) The

problem is compounded still further in the case of describing doc-

uments in an information retrieval system. Here we are not just

trying to describe a thing, un.quely and unambiguously, (as a table)

but we are trying to describe it to a person who has never seen

it and who does not know whether it exists.

Suznxnxa ry,

"Content" then is not inherent in a document. Labels for

content do not naturally stand in one-to-one relation to contents.

Indexing, therefote, is a problem because the indexer (a-.d/

or the indexing system designer) must predict, not identify:

1. what a document will be wanted for (the user-defined con-

tents), and
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2. how this contePnt will be linguistically described by future

requestors.

Very little work has been done on the first problem. The

field of information retrieval abounds with simple and complex

algorithms for "identification of docurrment contents" (select all

high frequency words, select everything but high and low frequency

words, use relative frequency, etc. ) but no valid attempt has been

made to test these algorithms or even to state their underlying

assumptions. A possible approach to exploring this problem is

suggested in (2).

The second problem, the labelling of contents, is discussed

broadly in the following section and in greater detail in (2).

IV. On Indexing Languages

To index documents, there must be:

I. A procedure for predicting the "contents" of a document.

2. A "language" in which to label such contents and to phrase

queries.

3. A procedure for using the language in the labelling and

querying processes.

4. A search process, in which document labels are matched

to query labels.
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All indexing "languages"* contain the first, and many contain

the rest of the following components:
i

a. A vocabulary, or set of labels.

b. An IndexIng "grammar" or set of rules for combining the

labels into largtr labels for indexing.

c. A query "grarranar", or set of rules for combining the labels

into larger query phrases.

d. A method of semantic control, which may or may not be

embodied in the vocabulary.

In addition, there must be two "translation" processes, one

for transforming the document-content specification into the in-

dexing language, and another to transform the query into the in-

dexing language.

There are many forms of indexing languages. ranging from

those whose vocabulary is limited and precisely defined to those

whose vocabulary is that of natural language, and from those with

almost no "grammar" to those with fairly complex specialized

*Calling an indexing language a language may raise some protests.
The term is used here because: (1) It is common in the jargon of
IPR, and (2) the relevance of linguistics to information retrieval is
vaguely sensed by the author and others but is still not explicit.
By the accident of juxtaposition. this relevance may become clearer.
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grammars buitu for specific scientific fields. Criteria for choosing

between these various languages are as yet unformulayed. In this

section. we discuss, broadly, the various kinds of indexing "lan-

guages".

Vocabulary

The vocabuLary is, of course, simply a.l the acceptable index

terms. There are many designations for such a set of terms, (key-

words, subject headings, index terms, descriptors*, etc. ). The

vocabulary may be determined a priori and listed explicitly (as in

conventional subject headings, and descriptor systems) or it may

consist, potencially, of all English words. Sometimes there may

be a list of excluded words (concordances, full text scanning, auto-

indexing based on frequency-counting, KWIC, etc. using this method

of vocabulary determination) (4), (5). (6). The vocabulary may

bear little relation to English terms (Western Reserve's semantic

codes are an example of such an artificially constructed vocabulary).

There are variations, too, in the length of the vocabulary

"unit". In some systems, a "word" in the indexing vocabulary will

*The term "descriptor" was created by Calvin Mooers (3) to indi-
c&t* an indexing term plus a definition of the term. In common
usage, however, the term is often used as simply index term.
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be exactly the s, -it as an English word, determined by the usual

criterion W1 &-string -of -etters -set-off-by 'lanLks. Other systems,

recognizing that the "word" in English does not necessarily cor-

reapond to our intuitive feeling about the word "units" of language.

use larger English phrases or word combinations, such as "mechan-

ical translation!, as a unit in the indexing language (P. Baxendale

suggests adjective-noun combinations as the "units" and has a pro-

gram which detects them). But whatever the unit size and what-

ever the criteria for inclusion or exclusion of a term in the indexing

system, there must, quite obviously, be a vocabulary of terms to

choose from. Criteria for constructing such a vocabulary, how-

ever, are not yet defined and construction of present systems is

necessarily ad hoc. Specifying such criteria is one of the most

important research problems for information retrieval research.

Granummar

Indexing languages have, not only a vocabulary, but a gram-

mar, or method of combining terms, as well. In printed book-

type indexes, the gramam.ar is very primitive, indicating only that

two terms are related and what the direction of the relationship is.

The "syntactic" devices used to indicate this information are physi-

cal proximity And Indentation--proximity indicating that two terms
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are related and indentation that the indented term is subordinate

to the main term or limits it in some way. Thus if we have;

abstracting

by author

consistency of

the indented terms act as limiting adjectives modifying the term

"abstracting".

In some of the non-conventional indexing systems that have

now become quite standard, syntactic devices are used that are in

some sense weaker than the above. In the so-called coordinate

indexing systems, documents are indexed by single terms. In

queries, terms are related to each other by logical ':ands", "ors",

and "nots"* (e.g., everything on mechanical and translation or

on machine and translation but not on chemistry). -his grarrimar

permits one to indicate merely that terms are related but not the

direction or nature of the relationship.

*To maintain the "language" analogy, only the "and" operation

should be considered a syntactic device (it indicates phrasing--
that two terms belong together). The "or" operation is related
to the "semantic ' of the language rather than to its grammar.
(It indicates per.,issible semantic substitutions). The "not" oper-
ation defines a context (by elimination).
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Other grammatical devices can and have been used. Sornetimes

there is an explicit list of the kinds of grammatical relations* that can

hold between two terms - e.g., process-thing processed, or input-output,

agent-object acted on, etc. Theme relations can be indicated either by

defining,within the language, a separate class of relational words (like

verbs), or by defining a class of affixeb to be directly attached to the

index terms. Some of the coordinate indexing systems use such aS-

fixes or "roles" (7). These are inalogous to derivational endings in

natural languages.

In natural language, we have grammatical devices for indicated

sentence-hood and/or phrase-hood--that certain terms "belong" together.

Some coordinate indexing systems also have such a device to indicate

phrasing - called a "link." Links are essentially affixes attached to

each of the words that belong together (7). Thus, phrasing is also

indicated in the "morphology" of the language.

In systems which use full text scanning, grouping or phrasing

exists naturally in the index (which is here the full text), and queries

can then be formulated using some of this information, e.g., find all

documents in which word "a" occurs in the sanme sentence as word "b.'

* This kind of relation has been called by P. H. Smith "the grammar of
the subject area" to distinguish it from the grammar of a sentence
(subject-object relationship). 141



Or relative position can he used - e. g. find all documents ir, which

word "a" immediately precedes word "b. " (4)

Our indexing languages then, do tncorporate some grammatical

devices - phrase indicator., indicators of the direction of a relation

between terms, indicators of the kind of relation between terms. One

of the problems for I R research is to determine the effect that in-

corporation of successively "stronger" grammar will have on the

effectiveness of the retrieval system.*

Semantics

Oar indexing languages then, have a vocabulary and some grair.-

matical devices. They also have devices for handling the "semantic"

problem we discussed before (one term can have several meanings

and one meaning can be related to several terms). One way to do

so is to control, or standardize, the indexing vocabulary. Such con-

trol can be indicated, for example, by listing a limited number of ac-

ceptable index terms. It can be further indicated by deiining the scope

of the acceptable index terms. Such definition is somewhat akin to a

translation - - English-to-indexing-language, i.e., whenever "feline"

*By the strength of a gramnmar, we mean merely t.e i~nount of syn-

tactic information it permits. Thus, a grammrnar in wohich one can
indicate only that two terms are related is weaker thin one which
indicates the direction of the relationship, is weaker than one which
specifies the kind of relationship, etc.
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occurs in the title, use "cat". Another, somewhat looser technique

for handling the semantic problem is to build a thesaurus, or ex-

plicit list of permissible semantic substitutions in the language (8),

(9). Indexer and/or user are then free to choose from these lists.

A thesaurus is an outgrowth of the "'see also" cross references in

conventional library systems. (The "see" references were trans-

lations from English to index term). The two methods of handling

the semantic problem (controlled vocabulary versus thesaurus)

can both be combined in the same system, of course. There is not

yet a methodology (or a set of rules) either for standardizing a vo-

, 3 cabulary or for constructing a thesauri. There is not even a pre-

cise formulation of the desirable characteristics of the er.d pr'oduct.

This is, then, another problem for IR research.

V. Relation of Inde.dnt to Machine Translation

We have been talking of indexing "languages". It is then

quite natural to talk of translation between natural language and

indexing language. And from this, in turn, to suspect a relationship

between machine translation and information retrieval. There are

very significant differences, however. In machine translation both

the "source" and the "target" languages are known and the task is

to devise a procedure for translating between them. In information

retrieval, we have a two fold task:
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1 specifying and designing the target language, and

Z) translating

Of the two, the specification of the indexing language is Ly far the more

important problem. We do not yet have sufficient insight to do so intelli-

gently.

Another difference is that in M.T. there is a single translation

step whereas in infornmation retrieval there are two: document-language-

to-index- language and que rists-language-to-index-language. And these

two, if retrieval is to be effective, must yield identical results.

It is. of course, obvious that indexing also involves condensa-

tion of information (concept formation, in a sense) and MT does not.

There will be some of the same problems (ambiguity for example)

since both do deal with language.

For very much the same reasons, too close an analogy between

the communication theory model and the indexing and retrieval process

could be misleading. There are the following signiiicant differences in

the two processes:

1) In the Shannon process, the encoding and decoding appara-

tuses both function according to the same rules - there is a one-to-one,

reversible transformation, i.e., a message or letter, will be encoded

at the transmitter into a given sequency of bits. Thi6 sequency of bits,

144



when decoded at the receiver, will (without the effect of noise) yield the

original letter. This does not necessarily occur in our Information Re-

trieval process. There, the encoder, to index a document, will select

each symbol from a subgroul~of symbols within the larger set of syn-

bol* (i. e. , if the document is c;n "cats, " he might encode it with any of

the semantic substitutes of cat*,: "mamals, " "tatbycats," "fe 1 4•e.."

etc.). T e decoder will then select from this same subset of symbol*

but may not make the same choice. Fundarnentaly, instead of a cooing

and decoding process, we have two encoding processes which, while

similar, may not be identical.

2) In the Shannon process, the source of error (noise) is

either in the physical characteristics of the transmission channel or

in the encoding process. In the IR situation, however, the source of

error is the code itself (the redundancy and ambiguity of the language).**

VI Motivation for an Adaptive Thesaurus System

The motivation for an adaptive thesaurus system as a possible

solution to the indexing problem has been explained in earlier papers

(impossibility of determining, a priori, all interrelated "synonym"

* The subgroups are not necessarily discrete and distinguishable.

** There may, however, be analogous concepts although the models
are different. Vie need, for example, a notion of the redundancy
of a language, defined in terms of the number of terms and the num-
ber of pcrmissible semantic substitutions for each term in the
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pairs., avoidance of reindexing when user vocabulary changes, potential

for adaptive reorganization to improve system performance, etc.).

More important than these, however is the potential of a device

of this nature as a learning tool. Hopefully, this paper has indicated

(in very broad outline) the nature of what we want to learn about indexing.

The adaptive thesaurus can be a tool to obtain some of the desired infor-

mation.

VU Concluding Remarks

The field of Information Retrieval is still trying to define itself.

Problems are often ii/l-formulated and ill-chosen. Complex solutions

to problems are often suggested - and worse. implemented - before

the nature of the problem is understood. In the area of indexing, which

is central to IR, considerable work is being done to devise specific

systems for given applications (real or experimental). (In issue 11 of Cur-

rent R&D in Scientific Documentation (10), one out of every 9 projects in

IR claimed to be working on thesauri, alone) - but little of it attempts a

clear formulation of the problems -r generalization of the potential kinds of

solutions. The intent of this work is, therefore, to indicate (to the exzent

the author understands it) 1) what the indexing problem is 2) what we

need to know to choose between various possible solutions 3) how to

obtain the desired data.
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Appendix- What is not the indexin roblem?

Considerable effort is being spent on indexing, particularly on

auto-indexing, which seems inappropriate to the problem *nd dispro-

portionate to the results which can be obtained. Much of it is obscure,

the proposed solutions are ad hoc and without either intuitive appeal or

rational basis (to the author, at any rate), the asuptions are unstated.

The problems discussed telow may very well be problerns, but t-hey are

not central problems, and proposed solutions are often inconsistent with

the problems as stated.

I. The time lag, or volume of information problem.

(People can't keep up with indexing and there is a consequent

delay in getting documents indexed.) Proponents of auto-indexing justified

on this basis, often claim "what people are doing is good enough. We just

want to do it f-.rter. " Without questioniug the criteria for "good enough"

(usually unstated), let us look at what is being done to meet this problem.

The first thing we natice ts that auto-indexing is not as a rule trying to

duplicate conventianal techniques and results. Such duplication would

involve, for example, taking a pre-existing catalog or indexing system

(e. g., Dewey Decimal) and looking for terms, in documents, which would

uniquely indicate that a document belongs in a given category. (Some work

is in progress along these lines but much of the effort in auto-indexing

is based on variants of frequency counting procedures.) The second thing
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we noticed is that much of the work that human indexers do now is

- clearly mechanizable, very simply, and that most of the mnethods

advocated by auto-indexers seein much too strong for the desired

goal. Experiments have shown, for example, that a large percentage

(c. 60%) of index terms are contained in titles of documents (I),

another 20%-25% are near synonyms. If this is true, then a simple

concordance program, augmented with a email thesaurus, or per-

hape a program like P. Baxendale's adjective-noun extraction routine,

would suffice. Auto-indexing based on complicated statistical rnani-

pulations of full text is too strong a tool to use (even if it works).

If simaply speeding up indexing is the goal, rather than improvement

of indexing, then existing simple techniques should be used. If this

is the only goal, effort should be expended on input preparation.

search problems, etc., rather than on indexing problems.

2..Inconsistency ofjbtmtan indexers

This reason is often given as an advantage of auto-indexing and

is certainly part of the problem. However, this inconsistency of

human indexers is a symptom of the disease, not the disease itself.

Indexers disagree because what is in a document depends on who is

reading it. Assuring agreement between indexers would not neces-

sarily assure agreement between indexer and user. Indexer con-

sistency has been achieved before in very simple ways. For
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example, in "the Index of Christian Art", we :ead:

In order to maintain the rigid standards of uniformity and
consistency,... the index staff has been limited to a few.

There is no guarantee, however, that consistency of indexers

achieved in this way, or achieved by using a machine to index doc-

uments, will have any effect whatsoever on indexer-user inconsis-

tency--which is really our problem. (e. g., a machine might index

a document quite consistently, by the word "fission" whenever this

word occurred in the document. However, the user who wanted

documents on "nuclear energy" or "atomic energy" would not find it).

3. Indexing depth

By "indexing depth", we mean the number of different terms

(corresponding to different "topics") assigned to a document. One

of the arguments for auto-indexing usually states: "indexers don't

have the time to read a document completely and index it throughly.

A machine could read (1) the whole text and index as deeply desired".

.Unfortunately, however, the "deepest" indexing possible, (full text

searching) has already been tried, experimentally, with far from

extraordinary results (5). Auto-indexing schemes are usually selec-

tion systems--they select, from all the words in a text, some sub-

set to serve as index terms. It seems obvious that if all the words
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Wi a text will only give a certain level of retrieval, a smnaller nura-

ber of terms selected from the te3t will not improve Matters.

Selection criteria may be needed because of storage limitations.

If selection is necessary, however, then rational formulation of

selection criteria it required. This is yet to be done.
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I Introduction

Information Retrieval is being viewed increasingly as a aye-

tem design activity. It is not, however, as generally accepted that

the development of the indexing languages t* for these iR systems must

al-o be a systems design activity, incorporating the 4ane attitudes,

approaches and procedures used for the development and selection

of hardware and of programs.

In this paper, therefore, some of the costs related to indexing

and some of the "parameters" of indexing languages are isolated.

Qualltatively, the language parameters are then related to the costs.

This qualitative discussion should be followed by precise formulation

and by experimentation to replace the qualitative information with at

least, gross indications of the quantitative data involved.

Some of this needed experimentation is then outlir.ed. (One

of the experiments has recently been Initiated). An adaptive thesaurus

system, discussed previously, (1) may serve as a tool to obtain some

of the desired data.

This paper is in no sense definitive. It Is intended merely

to indicate: what we need to learn, why we want to learn it and to some

extent, how we might begin to do s4.

* For a general discussion of the indexing problem and of Indexing
languages, see (2).
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U Indexing astem Co its

System "coots" related to indexing cazi for coanventence, be

divided into three major subcosts:

1, Retrkeval costs, C r

2. Operating costs, C 0

3. Design costs, Cd

The retrieval cost, C r would be the "cost" of poor retrieval,

measured as a function of "miss" and "trash.: as explained below*.

To evaluate an indexing system. or to compare different eyw-

tems, we would define a total cost as somne weighted function of these

subcosts. (e. g., C tota = aC + bCo + cC d)

Retrieval Costs

Tests and evaluations of indexing systems (3)(4) usually con-

sist of:

1. A set of documents.

2. A set of questions.

3. A procedure for finding, for each question, a subset of the

document collection which is "relevant"** to the query.

* Clearly a more positiv- view could be taken: measure retrieval

effectiveness. i.e., nom- well rather than how badly the system func-
tions. The choice, however, is immaterial (except from a psychologi-
cal standpoint) since one can easily be transformed into the other.

** The question of what constitutes "relevance" is an unresolved problem.
For a discussion of the problem and a suggestion for circumventing it,
see Section V. p. i!.
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This can be visualiaer i terms of figure 1, below, where:

A a Total number of documents In the system that would be judged

relevant to a query

B * Total number ad ducurnents retrieved by a query

C a Total number of documents both retrieved by a query and

judged relevant to it. (C a A 0 B)

D a Total document collection.

Fig. Z

Various definitions of retrieval effectiveness are employed by

different investigators, most of which can be viewed as some function

of the above quactities, a4,i transfoz•ed into each other for comparison

if desired.

Thus Cleverdon (3) and Kochea (5), ,who use the same

functions but with a different terminology , talk of "hit rate" (h),

(Cleverdon's "recall") and acceptance rate (&). (Cleverdon's "rele-

•m"ac.) where:

retrieved and relevant C
hm rrelevant =
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retrieved and relevant C
a • retrieved 

B

Swanson adds a degree of relevance and defines a retrieval score

* S , which combines the variables into a single quantity, (S - R-p1).

Here t1R'4 is $tthe sumai of the relevance weights of the retrieved doc-

umnents divided by the total s•mrn the relevance weights (or a given

question) of all documents in the library; I is the effective amount

of irrelevant material (and is given by N-LR where N represents

the total number of documents retrieved and L. represents the total

number of documents in the library); and p is the irrelevance penalty

and may take on arbitrarily assigned values( 4 ). In terms of the

diagram, we have, using the square brackets to denote the weighted

relevance figures):

S = R- p1 - R-p(N-LR) =f,]1.-p(B-D[• )

Western Reserve defines:

number of documents found B
effectiveness a number in collection D

and

precision a number of relevant documents A
total number found B

Clearly, other functions of these variables are feasible and

and it is not our purpose to discuss them here. We prefer* to work

*This preference is based on the ease with which some of our in-
dexing language parameters can be related to these costs.
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wt= %at qusantit i##~as where:

T= B-C

&ad

M A-C

T, Obwiouuly, to the totwl umber of doeuments retrieved and

not relevant (the "kttow'I) and. M, Is the total wnumr of documents

relvant but not retrieved (the "011a0") . Expressint for emPl.,

KOCIsenls Oquatons in terms of M and T, we have:

A+M r or T+B

A M+C A

A÷M C or T+ B
B *~T+C B

The "costs" of poor rotrtivwa1 then. are "trash" and "miss'l.

Por.atirs costs fCo)

These are: data preparation costs (indexing costs) query pre -

paration costs, searching and matching costs, storage costs, etc.

and art fairly straightforward. ("Trash." considered siere as a re-

trieval cost, could also be considered as an operating cost. As such,

it would be related to the human waste tixne to eliminate undesirable

material. With the arbitrariness of a11 classifiers, however, we pre-

fer it In the above category.)

Design costs (Cd)

The cost of designing a language systern is largely unknown,
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4 particularly since the prcredure to still vlspectftedo Wewili confinz

ourselves to two values, Cd 0 and C(d) > 0 in the discussion.

M! Indexing System Parameters

An indexing system consists ofz

I. An indexing language

Z. An indexing and retrieval procedure

3. An environment, consisting of a document population

and a user population

In the next sections, some of the "parameters" of these sub-

systems are listed, and in the following sections, they are related

to the retrieval. operating and design costs discussed above.

£ The Indexing Languages.

The components of the language are the vocabulary a-ad the

grammar. To these, we add the mechanism for semantic control.

which may or may not be implicit in the vocabulary.

Vocabulary

To differentiate one kind of indexing vocabulary from another,

we distinguish:

*Preparation of the Engineers Joint Council thesaurus took;D.18
months of professional work.
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1. The number of terms in the vocabulary.

Z. The sie of the vocabulary "unit' (word, phrase, etc.).

3. The extent to which vocabulary is standardized or controlled

(i. e.. does not correspond to natural language vocabulary)

Gramrna r

A "grayranar". for an indexing language, will consist of a set

of categories, together with a set of rules for combining terms in

these categories for use in an indexing labeland in a query phrase.

For purposes of comparing indexing languages, we can use the num-

ber of grammatical categories in the language. Thus a grammar

with only one category will be "weaker" than one with two, etc.

A coordinate indexing system, then, has the weakest kind of

grammar because there is only one category. Any term can be com-

bined with any other, using the "and" operation. In these coordinate

indexing systems, the only grammatical information incorporated

is the information that terms can be related to each other (co-occur

lu an indexing label and/or in query statement). A slightly stronger

"grammar" would be one in which there are two categories, a main-

term category and a dependent-term category, for example. Such

a grimmar would permit the user to indicate, not only that two terms

are related. but also the direction of the relationship ("a" modftfes
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"b," or a depends on b, etc.). Still stronger "grammars" would

list, explicitly, the nature of the relationships between terms (e. g.,

processor-thing processed, or input-output. etc.).

Semantics

The semantic problem, as discussed In ( Z ) can be handled by

"controlling" vocabulary, by & thesaurus (a set of "synonyms." or

semantic substitutes) or by some combination of controlled vocabulary

and thesaurus.

Procedures

The procedures are the methods of using the "language" to

index and retrieve documents. The distinguishing charactertstics of

different systems will be both quantitative and methodological -- i. e.,

how many words should be chosen and what procedure should be

used for choosing them. The quantitative distinctions apply at two

steps in the indexing . 'nd retrieval procedure, so we will be interested

in:

1. Indexing depth--the number of terms selected from a vocab-

ulary to index a document, and

Z. Query depth--the number of terms used to j'ormulate a

query.

Some of the methodological distinctions are.

1. The section(s) of the text used for selection of index terms

(title, abstract, conclusion, full text)

z. Tho agent (humra or machine)
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3. The method used to select terms (syntactic analysis. frequency

counts, human Judgement)

The Indexing Environmnent

The envirournent consists ad a document population and a user

population. We are concerned only with the linguistic characteristics

of the*. populattoas*.

Document populations are characterizable by rank-frequency die -

tributions, type-token ratios and other vocabulary dispersion measures.

These characteristics are based on the vocabulary of the document texts.

User populations would be characterized by very much the same

parameters. but now the "text" would be the questions put to the system

by the.users.

No work has yet, to the knowledge of the author, been done to

characterize this "query language" of the user population. Do different

users, for different users, for exampl,,,. ask for the Information in the

*We are interested in characterizing these populations for two reasons:
(I) Generalizatton of results of (future) experiments (i. e., in order
to apply results of a test on one population to anuther population, we
need some basis for the judgment that one population is "like" the other).
(2) Different user and document populations will probably require dif-
ferent kinds of indexdng "languagies", and with cost in mind, we will
want to know, wh&t kind.?
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same way, e.g., does one user ask for "cats" and another for "felines?"

In other words, is the user population linguistically hormogeneous or heter-

ogeneous ? 7

The interactions of document language. user language, and index-

lng "language" should not be forgotten, i.e., relation between index tertu'

frequency and query term frequency, nube~r of (user -defined) ty*onyrns

per term, number of homographs per term, (in both user anc! document

vocabularies) frequency distributions of synonyms and of homnographs,

relation between frequency of a term and a number of synonyms ithas, etc.

IV. Effect of Indexing Bararneters on costs

For each decision an indexing system designer will make, he

should know, what will it buy and what will it cost? Some of these de-

cisions are qualitatively discussed below. Obviously, such qualitative

discussion is meaningless if not followed by precise data.

Language

Decision I. What should the word units of the language be.

Definition of a word is one of the more persistent linguistic

problems. In an artificial indexing"language," the problem has a

* Document and user populations have often been, loosely, described as
heterogeneous or homogeneous. These terms are too weak to be useful.
At very least, the populations should be defined as homogeneous or hetero-
geneous with respect to some characteristic. For example, user groups
can be homogeneous with respect to: 1) the information desired (John Jones
and everything about him) 2) the classes of information desired (man number,
salary...) 3) the nature of the output desired (data. ideas, techniques...)

4) the linguistic representation of the information (or classes of information)
desired 5) educational level, professional status, etc.
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T practical significance. The simplest definition, from the point of view

of machirhe ideaUtication of word units, iL "a word is a string of letter*

set off by blas." However, there are larger "units" which function

effectively as single terms (c. g., mechanical translation, command and

control, *"erations research). The problem facing an indexing language

designer is: should these be considered as units or not?

The-trade -offs" conditioning this decision are:m-iss, trash, storage

space, search time, and data preparation costs. For example, If "me-

cban•cal translittion" is not considered as a single unit, queries for

"mechanical translation" may result in so-called "false drops, " or

tiash* (documents on "translation of mechanical energy" may be retrieved).

If "fjchanical translation" is considered as a unit, but only as a single

unit, the problem of "trash" does not arise, but there is now a possibility

Of "Miss.' (The term will be store I in an index, in some order -probably

alphabetical-according to one criterion only. Suppose it is stored under

M. Then requests for information on'translation;' either human or machine,

will not retrieve it.)* If "mechanical translation" is considered both as

a single unit and as two separate units, the problems of miss and trash

are eliminated, but now storage (and possibly search time) are increased.

(One document is indexed in three places).

* Other devices can be used to prevent this problem, but all involve
"processing work:' so the cost of handling this problem is either
*trash" or "work."

Thore is an alternative to "miss" here, i.e., read the entire file.

So our cost is either "miss," or extra "work."
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In addition. if the terms are to be considered a "unit" in )orne

system, there are additional "costs" associated with designing the

system (deciding what combinations of terms to consider %=lZs) and

Swith processing (iden-tifying these units in a text)).

At least gross quantitative estimates are needed to replace

this purely qualitative discussion.

Decision Z. How many terms should the indexing vocabulary

contain.

Criteria for determining the desirable size of an indexing vo-

cabulary are still not formulated. Assertions and injunctions to

document-alists are sometimes made for or against a small vocabulary-

but these injunctions are seldom supported-even on an intuitive basis.

While the issues are far from clear (to the author) the problem requires

forrmlation and is consequently discussed.

The purpose of devigning an Indexing language with a small

number of terms is the control of the problem of "synonymy." Suappose

an indexing language has two terms "a" and "b" which are Interchangeable,

or "synonymous. " Thus an indexer, to label a document, might select

"a,1" while a querist. who might have desired the document if found,

might select "b. " Thus the user would "mis.s" the document. In gen-

eral, however, we are not restricted to only one document and only one

pair of terms. For each term in the vocabulary, there could be a set

of "synonymous" terms. Thus for a given question, a user would"miss"
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ail documents indexnd under each of the synonyms he did not pick, and

the anaosnt of miao naie would be the sum of the frequencies (number of

docurnents) per non-seltcted synonynm. To avoid this "miss, 1 an index

language desjiner coid create a single 6k 30ex term which would replace

all of the terms in a set of synonyms by one term. Srict there would

be only c;nt term to choose, there could then be no problem of "miss"

caused by synonyms. If this many-to-one mapping (English terms to

controlled index term) were performed for the entire vocabulary there

would be a decrease in the total amount of miss for the system. Thus,

at least on intuitive grounds, it is clear that the smaller the indexing

vocabulary, the smaller the chance of "miss."

However, although miss would decrease. "trash" would increase.

The above procedure would be desirable if thern were sets of true

synonyms - with each term in a set replaceable by all others - for all

contexts. This is unfortunately not trae. So if, for example, we sub-

stitute for English word a and English word b, the index term c, we are

decreasing the power of the language to make distinctions. lf a given

user wants information on a, but not on b, he must invariably receive

b as well. For him, all documents indexed under b will be trash.

Thus, as the size of the vocabulary cecreases, we can expect

miss to decrease but trash to increase.

There are otner effects of vocabulary size as well. A decrease

in the number of termns in the system would result in a slight saving of
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of storage space. (11 Nj is the number of terms in the original English

vocabulary, N in the smaller controlled one, and D is the total numberC.

of documents indexed in the system, the difference in storage would be

the space to store N -N words. D would require the same &mount of

storage but would be distributed differently afront the N words.) Humran 7

reading time to scan the output and machine read -out time would of

:ourse be greater, the smaller the vocabulary, because there would be

more documents per term.

Once again, how much?

Decision 3. How should the semantic problem be handled -

should it be ignored, should a controlled vocabulary be developed or

should a thesaurus be used.

The niam issue here is: to what extent do the users agree in.5
the linguistic representation of what they want (i e.. , to what extent is

the user population linguistically nomogeneous). If there is considerable

agreement, there is not much of a problem and it can be ignored. ("Con-

siderable" is an arbitrary notion and would need specifying) 1 there is

very little agreement, then nothing much can be done. In the wide range

of "some" agreement, the choice is between a controlled vocabulary and

a thesaurus.

A controlled, standardized vocabulary can cause "trash," as dis-

cussed above. It also requires work - construction of the controlled

vocabulary. Costs of data preparation (indexing) are Increased (With an
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uncontrolled vocabulary there is merely a selection process to choose

the desired term. With & controlled vocabulary, on the other hand, one

nmst first select an English term. then translate it into the standarized

index term).

A thesaurus, however, causes extra work during the search pro-

cess. (Extra human time to select the additional terms and to formulate

an enlarged query, extra machine time to access each individual term,

read docum•ent numbers into an intermediate store, interaect the lists

of documents to eliminate duplication, etc.)

Decision 4: How "strong" a grammar should be incorp•,rat '"-tAu

the language.

The "strength" of an Information retrieval grammar was defined

in terms of the number of grammatical categories it contained. Thus the

simple coordinate indexing system, which did not assign terms to dif-

ferent grammatical categories was the weakest (bne category).

Let us take the "roles" sometimes included in coordinate indexing

systems as an example of the categories (e. g. , input, output, thing pro-

cessed, catalyst, etc.). If we do not indicate these categories, then it

is conceivable that a querist wanting a document on substance a as input

might be given a document in which substance a was output. For him,

the system w uld create "trash."

However, if we build a system with roles indicated, the result

may be "miss." For example, a document might be indexed as per-
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taining to subitance a as a catalyst. Now a user might want all docu-

meats in which substance a was input. A catalyst is, in a sense input.

But tf the indexer used the "role" catalyst and the querist used "input. •

the result would he "miss."

It is clear that we are once again faced with a problem of "syn-

onymes" - synonymous categories or roles rather than synonymous terms.

As the number of categories increases, the system permits finer dio-

tinctions. However, the chance of indexer and user making different

choices from the list of categories will increase and so will the chance

of "miss." But with a smaller number of categories, there is a

greater chance of "trasn." So as the number of categories increses

miss will miss will increase and trash decrease.

Of course, one could also have a "thesaurus" of substitutable

j categories. The extra work involved would then be exactly analogous to

the extra work involved in use of a thesaurus of index terms.

In addition, inclusion of grammatical devices in the language

increases both the costs of indexing and the costs of querying (the roles

or categories must be selected as well as the terms).

Procedures

Decision 5. What criteria should be used to indtx specific docu-

Mnents ?

Should terms be selected from the title, the abstract, the body
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of & text? Should they be selected by syntactic analysis, irequency counts,

other complex algorithms? At this stage of our knowledge, these questions

are premature. First, it is necessary to specify w4at we want to select

from a docurnent for indexing. Only then can discus sig the method of

selection be meaningful.

The criterion for the selection should be: what might this document

be wanted for by the majority of its users. * To discover, at least on the

basis of past usage, how a specific document has been used, might be a

sensible starting approach. Use of an citation Index for such an ex~plor-tlon

Is suggested in section V.

V. A Fuw-Needed Experiments

Indexing Language Parameters

In section M11, the effects of several indexing language parameters

were qualitatively discussed. Clearly, at least gross indication of the

quantities involved should be determined.

Semantics

In this paper, the "semantic" problem associated with indexing

was discussed. In a preceding paper, an adaptive thesaurus system was

suggested as a possible approach to this problem. To test the adaptive

thesaurus idea. and to gather data of the semantic problem, an

*The misleading assertion that one should "identify the contents of a

document" to index it was discussed in (2).
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experiment has recently been inttiAted*.

In this experiment. we will present to a user a list of his query

terms (his "profile") and ask him to generate synonyms for each term.

Then, for each word, we will compile a composite list of all users'

synonyms. The composite list is then to be rezuneed to the individual

with a request to check those terms he consider* syrnonymous. The

terms-plus-synonyms he has chwcked are then to be inserted into the

system and changes in retrieval ("miss") noted.

This experiment should also provide data on the number of

synonyms per term, on the extent of linguistic agreement between

user, on the relation between number of synonyms for a term and its

frequency as an index term, etc.

Relevance

Tests of indexing systems, as a rule, compare a set of docu-

ments obtained via the system in response to a query with an ideal set

of "relevant" documents. The basic assumxription is that there exists

some one unique subset of the document collection which is relevant

to the query. The documents which are found by the procedure under

test are then to be compared to this ideal set of relevant documents.

The evaluation is usually expressed in terms of:

1. The number of " relevant" documents obtained.

*The experiment is a collaborative effort between IBM Research and
the Advanced Systems Development Division using the SIX (Selective
Dissemination of Information) system.
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2. The number of "relevant" documents missed (mi9s).

3. The number of "non-relevant" documents obtained (trash)

However, these tests immediately run into difficulties with the

notion of "reloevance" on which they atre based. The difficulties, as

usihay states, are that (1) the notion of relevance is vague and there

Is litWte agreem ent between people in the Judgment of relevance, and

(2) "the relevance of & document to a query admits of degrees". One

experiment, at least, has been known to founder because of these dif-

ficulties. In 1953, a comparison of the ASTIA systeLn and the Unitermn

System of Documentation Incorporated failed because the two groups

were unable to agree which documents were relevant (vested interests

undoubtedly piayed a part) (6). Sometimes, while recognizing the

existence of the problem, experimenters proceed as if it did not exist.

For example, in a report by A. D. Little (7), we read (after a dis-

cussion on measurements of retrieval effectiveness):

"The first two measures have been used previously in the literature

on evaluation of retrieval systems. These measurea assume that

agreement as to what constitutes relevance is possible, but this

assumption is of questionable validity. The whole question of the

meaning of relevance is, in rmany ways, obscure. In the definitions

given above, it is treated as a black or white matter--a document
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either is or is not relevant to a request.. Nonetheless, for

y purposes of the analysis... it is presumed that relevance can

be defined as a "yes" or "no" decision from the 'viewpoint of

the user of the retrieved information."

Occasionally attempts are made in experimental investigations to

circumvent (rather than explore or solve) these problems. Cleverdon.

for example, in his comparative test of indexing systems, derives his

question set from documents in the collection and then attempts to re-

trieve, at least, these so called "source" documents. He then has,

for each question, at least one document which, by virtue of the arti-

ficial experimental situation, he has defined to be relevant. ro handle

the problem of degree of relevance for the other documents retrieved,

he uses a four point scale (more useful than source document, as useful,

of some relevance, no relevance.) In attempting to test an indexing

system with real questions, however, the first artifice could not be

used. And the four point scale, while it handles the probltrn of degrees

of relevance, complicates the variability-between-people problem still

further. For now we have, not only possible variability in a yes-no

decision, but variably in the scaled judgments to contend with.

Since this criterion of relevance is central to the evaluation of

indexing systems, it merits attention.
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The first problem, of course, is to determine the extent of the

• p • ~1. 1) to what extent doe# the Judgment of yes -no relevance

.Vry betwees imilviduals, ai 2) to what extent does the judgment of

relevance on a scale vary between individuals. (A third question should

be. to •what extent is one person, after & time lag, consistent in his

4- Then, if thee judgment* prove to b so variVble that evalus -

tions based on them are unreliable, we can then reformulate our di-

rections to the experimental evaluators to force less subjective res-

pan**s, £5 indicated below.

To determine the extent of the problem, we could take a set of

questions and the results of these searches on a document collection.

"Ealuators" would be needed (perhaps college students would be a

better choice than volunteers). A question and its responese could be

given to several evaluators, who would be asked to judge relevance or

naent-relevance.

If the judgment of relevance proves difficult, we could go about

this in a different way. Instead of asking for an absolute re.evance

judgment of each document with respect to the query, independent of

the other documents, we could ask the evaluator to take the entire set

of responses to a query and rank them. We would thus have a rela-

tive judgment (this document is more relevant than that one). We could

then compare the sanking.
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I I we determine th&t the relevance judgment is, as suspected,

& unreliable basis for the evaluation of retrievai systemns, we could re-

formulate our Instructions to the examiners to decrease this variability.

To do this, we would classify questions into several broad categories,

based on the expected type of answer. For each category of question,

we would then categorize the potential types of answers. In this way,

by asking the evaluator a fairly detailed and concrete set of questions

instead of the vague "is the document relevant?" we should force a

more precise answer.

By categories of questions, for example, one could use (this

is suggestive only, not final),

I) Specific data is desired

2) Compendium of data desired

3) Correlation of data desired

4) Interpretation of data desired

5) Methods, Processes, Procedures desired

4 6) Survey--what is going on-desired

etc.

Then for each question-type, we could break down the possible

answers and ask tne evaluators to check, e.g.
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For question-type I (specific data)

I. Document contains exact and complete data

Z. Document contains some of data

3. Documeat contain& information from which data can be

derived. etc.

Ln other words, by Sivy!n our users more precise direction. we

maU got more precise answers.

If the judgment of degree of relevance of a document to a query

proves unreliable, we could also force a response here. Instead of

asking a user to indicate relevance on a four point scale, we could try to

determine how much of the document he has to read before making a

judgment of relevance. (e. g., If only the subject heading is read, the

document is highly relevant, if the title, it is less so, Uf the abstract...

etc. and so on through full text.).

Since evaluations of indexing depend critically on this relevance

Judgment, it merits some attention.

Docum-snt "Content"

In the jargon of the field of information retrieval, the procesa

of indexing is often seen as "identifying document content, " "identifyirg

relevant information, '1 "determining document contents, " etc. In (Z) this

viewpoint was discussed and an attempt made to indic z te that: 1) content
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is not inherent in a document,* and 2) what is Ln a document, for re-

trieval purposes, depends ov who is reading it.

The task of indexing, then, involves prediction of the probably

use of a document. On what criteria should this prediction be based?

Unfortunately, there has been no work at all to determine such criteria.

As a starting point, it would seem reasonable to determine how a given

document has been used by people who~with existing indexing methods,

managed to find it. There are then two questions we wish to ask:

1) Is there any uniformity between different users of one

document in what they consider the "content" of the document?

2) If there is such uniformity, are there clues, in the text,

which would help the indexer predict this user-defined "content?"

Until recently, it would have been impossible to try to answer

these questions. Once indexed, a document was stored, then used at

various times by different people - but no feasible method of determining

who had used a particular document was available. Now, while it may

still be difficult to contact the users of a document, it is no longer

impractical to find some of them at least. The mechanism for doing

so is the citation index. The citation index lists, for each document in it,

those authors (and/or papers) who have cited it and who may be assurned

to have used it.

* Words or phrases can be identified. Content, or meaning, however,
involves both a word and a iser.
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Some of the questions that could be asked, for example, would

be. "to what extent do words in tbe title of a docacment occur in the titles

of documents that cited it. How has a given document been used by

various authors (specific data obtained from it. experimental methods

obtained, just scanned for genernal interest, etc.). What portion of the

document was used by different users (full text, title, first and last

paragraphs, abstract), how would different users have indexed th. docu-

ment, etc. . 2'

Concluding Remarks

This paper has identified some costs and parameters related to

indexing, interrelated these costs and parameters qualitatively, and

suggestod several experiments needed to make design of indexing systes v

a cons 'ious and rational process. The paper is clearly neither comple"*

nor definitive. The discursive presentation of the interractions of pars -

meters and costs should be replaced with precise formulation. Experi-

ments must then be undertaken to provide sorme insight into the quantities

involved. Perhaps then the current competitive and argumentative pro-

cedars& for deciding on an indsxing system for a given application can be

replaced with rational ones.
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